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PREFACE

Reports in this volume are numbered consecutively beginning with number 1. Each report is paginated
with the report number followed by consecutive page numbers, e.g., 1-1, 1-2, 1-3; 2-1, 2-2, 2-3.
This document is one of a set of 16 volumes describing the 1997 AFOSR Summer Research Program.

The following volumes comprise the set:

Due to its length, Volume 3 is bound in two parts, 3A and 3B. Volume 3A contains #1-18. Volume 3B contains
reports #19-30. The Table of Contents for Volume 3 is included in both parts.

VOLUME TITLE
1 Program Management Report

Summer Faculty Research Program (SFRP) Reports

2A & 2B Armstrong Laboratory

3A & 3B Phillips Laboratory

4A & 4B Rome Laboratory

5A,5B & 5C Wright Laboratory

6 Arnold Engineering Development Center, United States Air Force Academy and

Air Logistics Centers

Graduate Student Research Program (GSRP) Reports

7A & 7B Armstrong Laboratory

8 Phillips Laboratory

9 Rome Laboratory

10A & 10B Wright Laboratory

11 Amold Engineering Development Center, United States Air Force

Academy, Wilford Hall Medical Center and Air Logistics Centers
High School Apprenticeship Program (HSAP) Reports

12A & 12B Armstrong Laboratory

13 Phillips Laboratory

14 Rome Laboratory

15B&15B Wright Laboratory

16 Arnold Engineering Development Center
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1. INTRODUCTION

The Summer Research Program (SRP), sponsored by the Air Force Office of Scientific Research
(AFOSR), offers paid opportunities for university faculty, graduate students, and high school students
to conduct research in U.S. Air Force research laboratories nationwide during the summer.

Introduced by AFOSR in 1978, this innovative program is based on the concept of teaming academic
researchers with Air Force scientists in the same disciplines using laboratory facilities and equipment
not often available at associates' institutions.

The Summer Faculty Research Program (SFRP) is open annually to approximately 150 faculty
members with at least two years of teaching and/or research experience in accredited U.S. colleges,
universities, or technical institutions. SFRP associates must be either U.S. citizens or permanent
residents.

The Graduate Student Research Program (GSRP) is open annually to approximately 100 graduate
students holding a bachelor's or a master's degree; GSRP associates must be U.S. citizens enrolled full
time at an accredited institution.

The High School Apprentice Program (HSAP) annually selects about 125 high school students located
within a twenty mile commuting distance of participating Air Force laboratories.

AFOSR also offers its research associates an opportunity, under the Summer Research Extension
Program (SREP), to continue their AFOSR-sponsored research at their home institutions through the
award of research grants. In 1994 the maximum amount of each grant was increased from $20,000 to
$25,000, and the number of AFOSR-sponsored grants decreased from 75 to 60. A separate annual
report is compiled on the SREP.

The numbers of projected summer research participants in each of the three categories and SREP
“grants” are usually increased through direct sponsorship by participating laboratories.

AFOSR's SRP has well served its objectives of building critical links berween Air Force reszarch
laboratories and the academic community. opening avenues of communications and forging new
research relationships between Air Force and academic technical experts in areas of national interest,
and strengthening the nation's efforts to sustain careers in science and engineering. The success of the
SRP can be gauged from its growth from inception (see Table 1) and from the favorable responses the
1997 participants expressed in end-of-tour SRP evaluations (Appendix B).

AFOSR contracts for administration of the SRP by civilian contractors. The contract was first
awarded to Research & Development Laboratories (RDL) in September 1990. After completion of the



1990 contract. RDL (in 1993) won the recompetition for the basic year and four 1-year options.

2, PARTICIPATION IN THE SUMMER RESEARCH PROGRAM

The SRP began with faculty associates in 1979: graduate students were added in 1982 and high school
students in 1986. The following table shows the number of associates in the program each year.

YEAR SRP Participation, by Year TOTAL
SFRP GSRP HSAP
1979 70 70
1980 87 &7
1681 87 87
1982 o1 17 108
1983 101 53 154
1984 152 84 236
1985 154 92 246
1986 158 100 42 300
1987 159 101 73 333
1988 153 107 101 361
1989 168 102 103 373
1990 165 121 132 418
1991 170 142 132 SEE]
1992 185 121 159 464
1993 187 117 136 440
1994 192 117 133 442
1995 190 115 137 442
1996 188 109 138 435
1697 148 98 140 427




Beginning in 1993, due to budget cuts, some of the laboratories weren't able to afford to fund as many
associates as in previous years. Since then, the number of funded positions has remained fairly
constant at a slightly lower level.

3. RECRUITING AND SELECTION

The SRP is conducted on a nationally advertised and competitive-selection basis. The advertising for
faculty and graduate students consisted primarily of the mailing of 8,000 52-page SRP brochures to
chairpersons of departments relevant to AFOSR research and to administrators of grants in accredited
universities, colleges, and technical institutions. Historically Black Colleges and Universities
(HBCUs) and Minority Institutions (MIs) were included. Brochures also went to all participating
USAF laboratories, the previous year's participants, and numerous individual requesters (over 1000
annually).

RDL placed advertisements in the following publications: Black Issues in Higher Education, Winds of
Change, and IEEE Spectrum. Because no participants list either Physics Today or Chemical &
Engineering News as being their source of learning about the program for the past several years,
advertisements in these magazines were dropped. and the funds were used to cover increases in
brochure printing costs.

High school applicants can participate only in laboratories located no more than 20 miles from their
residence. Tailored brochures on the HSAP were sent to the head counselors of 180 high schools in
the vicinity of participating laboratories, with instructions for publicizing the program in their schools.
High school students selected to serve at Wright Laboratory's Armament Directorate (Eglin Air Force
Base, Florida) serve eleven weeks as opposed to the eight weeks normally worked by high school
students at all other participating laboratories.

Each SFRP or GSRP applicant is given a first, second, and third choice of laboratory. High school
students who have more than one laboratory or directorate near their homes are also given first,
second, and third choices.

Laboratories make their selections and prioritize their nominees. AFOSR then determines the number
to be funded at each laboratory and approves laboratories' selections.

Subsequently, laboratories use their own funds to sponsor additional candidates. Some selectees do
not accept the appointment, so alternate candidates are chosen. This multi-step selection procedure
results in some candidates being notified of their acceptance after scheduled deadlines. The total
applicants and participants for 1997 are shown in this table.



1997 Applicants and Participants
PARTICIPANT TOTAL SELECTEES DECLINING
CATEGORY APPLICANTS SELECTEES
SFRP 490 188 32
(HBCU/MD {0) (0 i0)
GSRP 202 98 9
GBCU/MD (0) (0) (0)
HSAP 433 140 14
TOTAL 1125 426 55

4. SITE VISITS

During June and July of 1997, representatives of both AFOSR/NI and RDL visited each participating
laboratory to provide briefings, answer questions, and resolve problems for both laboratory personnel
and participants. The objective was to ensure that the SRP would be as constructive as possible for all
participants. Both SRP participants and RDL representatives found these visits beneficial. At many of
the laboratories, this was the only opportunity for all participants to meet at one time to share their
experiences and exchange ideas.

S. HISTORICALLY BLACK COLLEGES AND UNIVERSITIES AND MINORITY
INSTITUTIONS (HBCU/MiIs)

Before 1993, an RDL program representative visited from seven to ten different HBCU/MIs annually
to promote interest in the SRP among the faculty and graduate students. These efforts were marginally
effective, yielding a doubling of HBCI/MI applicants. In an effort to achieve AFOSR’s goal of 10%
of all applicants and selectees being HBCU/MI qualified, the RDL team decided to try other avenues
of approach to increase the number of qualified applicants. Through the combined efforts of the
AFOSR Program Office at Bolling AFB and RDL, two very active minority groups were found,
HACU (Hispanic American Colleges and Universities) and AISES (American Indian Science and
Engineering Society). RDL is in communication with representatives of each of these organizations on
a monthly basis to keep up with the their activities and special events. Both organizations have
widely-distributed magazines/quarterlies in which RDL placed ads.

Since 1994 the number of both SFRP and GSRP HBCU/MI applicants and participants has increased
ten-fold, from about two dozen SFRP applicants and a half dozen selectees to over 100 applicants and
two dozen selectees, and a half-dozen GSRP applicants and two or three selectees to 18 applicants and
7 or 8 selectees.  Since 1993, the SFRP had a two-fold applicant increase and a two-fold selectee
increase. Since 1693, the GSRP had a three-fold applicant increase and a thre to four-fold increase in
selectees.




In addition to RDL's special recruiting efforts, AFOSR attempts each year to obtain additional funding
or use leftover funding from cancellations the past year to fund HBCU/MI associates. This year, 5
HBCU/MI SFRPs declined after they were selected (and there was no one qualified to replace them
with). The following table records HBCU/MI participation in this program.

SRP HBCUNMI Participation, By Year
YEAR SFRP GSRP
Applicants Participants Applicants Participants
1985 76 23 15 11
1986 70 18 20 10
1987 82 32 32 10
1988 53 17 23 14
1989 39 15 13 4
1990 43 14 17 3
1991 42 13 8 5
1992 70 13 9 5
1993 60 13 6 2
1994 90 16 11 6
1995 90 21 20 8
1996 119 27 18 7

6. SRP FUNDING SOURCES

Funding sources for the 1997 SRP were the AFOSR-provided slots for the basic contract and
laboratory funds. Funding sources by category for the 1997 SRP selected participants are shown here.



1997 SRP FUNDING CATEGORY SFRP GSRP |  HSAP
AFOSR Basic Allocation Funds 141 g . 123
USAF Laboratory Funds 48 9 i 17
HBCUM By AFOSR 0 0o | NA
(Using Procured Addn’l Funds) |

TOTAL 9 o8 | 140

SERP - 188 were selected, but thirty two canceled too late to be replaced.
GSRP - 98 were selected, but nine canceled too late to be replaced.
HSAP - 140 were selected, but fourteen canceled too late to be replaced.

7. COMPENSATION FOR PARTICIPANTS

Compensation for SRP participants. per five-day work week, is shown in this table.

1997 SRP Associate Compensation

PARTICIPANT CATEGORY | 1991 | 1992 | 1993 | 19%4 1995 | 1996 1997
Faculty Members 5690 | $718 | $740 | $740 | S740 | $770 | S770
Graduate Student $425 | $442 | $455 | $455 | S455 | $470 | 470
(Master's Degree)

Graduate Student $365 | $380 | $391 | $391 | S391 | $400 | 3400
(Bachelor's Degree)

High School Student $200 | $200 | $200 | $200 | S200 | $200 | S200
(First Year) .

High School Student $240 | $240 | $240 | $240 | S240 | $240 | S240
(Subsequent Years)

The program also offered associates whose homes were more than 50 miles from the laboratory an
expense allowance (seven days per week) of $50/day for faculty and $40.day for graduate students.
Transportation to the laboratory at the beginning of their tour and back to their home destinations at
the end was also reimbursed for these participants. Of the combined SFRP and GSRP associates,

65 % (194 out of 286) claimed travel reimbursements at an average round-trip cost of $776.

Faculty members were encouraged to visit their laboratories before their summer tour began. All costs
of these orientation Vvisits were reimbursed. Forty-three percent (85 out of 188) of faculty associates

took orientation trips at an average cost of $388. By contrast, in 1993, 58 % of SFRP associates took
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orientation visits at an average cost of $685; that was the highest percentage of associates opting to
take an orientation trip since RDL has administered the SRP. and the highest average cost of an
orientation trip. These 1993 numbers are included to show the fluctuation which can occur in these
numbers for planning purposes.

Program participants submitted biweekly vouchers countersigned by their laboratory research focal
point, and RDL issued paychecks so as to arrive in associates’ hands two weeks later.

This is the second year of using direct deposit for the SFRP and GSRP associates. The process went
much more smoothly with respect to obtaining required information from the associates, only 7% of
the associates’ information needed clarification in order for direct deposit to properly function as
opposed to 10% from last year. The remaining associates received their stipend and expense payments
via checks sent in the US mail.

HSAP program participants were considered actual RDL employees, and their respective state and
federal income tax and Social Security were withheld from their paychecks. By the nature of their
independent research, SFRP and GSRP program participants were considered to be consultants or
independent contractors. As such, SFRP and GSRP associates were responsible for their own income
taxes, Social Security, and insurance.

8. CONTENTS OF THE 1997 REPORT

The complete set of reports for the 1997 SRP includes this program management report (Volume 1)
augmented by fifteen volumes of final research reports by the 1997 associates, as indicated below:

1997 SRP Final Report Volume Assignments

LABORATORY SFRP  GSRP HSAP
Armstrong 2 7 12
Phillips 3 8 13
Rome 4 9 14
Wright 5A, 5B 10 15
| AEDC, ALCs, WHMC 6 11 6




APPENDIX A — PROGRAM STATISTICAL SUMMARY

A. Colleges/Universities Represented

Selected SFRP associates represented 169 different colleges. universities. and institutions.

GSRP associates represented 95 different colleges, universities. and institutions.

B. States Represented
SFRP -Applicants came from 47 states plus Washington D.C. Selectees represent 44 states.

GSRP - Applicants came from 44 states. Selectees represent 32 states.

HSAP - Applicants came from thirteen states. Sclectees represent nine states.

Total Number of Participants
SFRP 189
GSRP 97
HSAP 140

TOTAL 426

Degrees Represented

SFRP GSRP TOTAL
Doctoral 184 0 184
Master's 2 41 43
Bachelor's 0 56 56

TOTAL 186 97 298




SFRP Academic Titles

T

Assistant Professor , 64
| Associate Professor 70
| Professor | 40
| Instructor % 0
| Chairman 1
Visiting Professor , 1
Visiting Assoc. Prof. ; 1

| Research Associate 9
TOTAL 186

Source of Learning About the SRP

Category Applicants Selectees
Applied/participated in prior years 28% 34%
Colleague familiar with SRP 19% 16%
Brochure mailed to institution 23% 17%
Contact with Air Force laboratory 17% 3%
IEEFE Spectrum 2% 1%
BIIHE 1% 1%
Other source 10% 8%

TOTAL 100% 100%




APPENDIX B — SRP EVALUATION RESPONSES

1. OVERVIEW

Evaluations were completed and retumned to RDL by four groups at the completion of the SRP. The
number of respondents in each group is shown below.

Table B-1. Total SRP Evaluations Received

Evaluation Group Responses
SFRP & GSRPs 275
HSAPs 113
USAF Laboratory Focal Points 84
USAF Laboratory HSAP Mentors 6

All groups indicate unanimous enthusiasm for the SRP experience.

The summarized recommendations for program improvement from both associates and laboratory
personnel are listed below:

Al Better preparation on the labs’ part prior to associates' arrival (i.e., office space,
computer assets, clearly defined scope of work).

B. Faculty Associates suggest higher stipends for SFRP associates.

C. Both HSAP Air Force laboratory mentors and associates would like the summer tour
extended from the current 8 weeks to either 10 or 11 weeks; the groups state it takes 4-
6 weeks just to get high school students up-to-speed on what’s going on at laboratory.
(Note: this same argument was used to raise the faculty and graduate student
participation time a few years ago.)




2. 1997 USAF LABORATORY FOCAL POINT (LFP) EVALUATION RESPONSES

The summarized results listed below are from the 84 LFP evaluations received.
1. LFP evaluations received and associate preferences:

Table B-2. Air Force LFP Evaluation Responses By Type)

How Many Associates Would You Prefer To Get ? (% Response)

SFRP GSRP (w/Univ Professor) GSRP (w/o Univ Professor)

Lab Evals 0 1 2 3+ 0 t 2 3+ 0 1 2 3+
Recv’d

AEDC 0 - - - - - - - - - - -
WHMC 0 - - - - - - - - - - - -
AL 7 28 28 28 14 54 14 28 0 86 0 14 0
USAFA 1 0 100 0 100 0 0 0 0 100 0 0
PL 25 10 40 16 4 88 12 0 0 84 12 4 0
RL 5 60 40 0 0 80 10 0 0 100 0 0 0
WL 16 30 43 20 6 78 17 4 0 93 4 2 0
Total 84 2% 50% 13% 5% | 80% 11% 6 0% | 73% 23% 4% 0%

LFP Evaluation Summary. The summarized responses, by laboratory, are listed on the following
page. LFPs were asked to rate the following questions on a scale from 1 (below average) to 5 (above
average).

2. LFPs involved in SRP associate application evaluation process:

a. Time available for evaluation of applications:

b. Adequacy of applications for selection process:
3. Value of orientation trips:
4. Length of research tour:
5 Benefits of associate's work to laboratory:
Benefits of associate's work to Air Force:
Enhancement of research qualifications for LFP and staff:
Enhancement of research qualifications for SFRP associate:
Enhancement of research qualifications for GSRP associate:
Enhancement of knowledge for LFP and staff:
Enhancement of knowledge for SFRP associate:

¢. Enhancement of knowledge for GSRP associate:
8. Value of Air Force and university binks:
9. Potential for future collaboration:
10.  a. Your working relationship with SFRP:

b. Your working relationship with GSRP:
11. Expenditure of your time worthwhile:

(Continued on next page)

6.
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12. Quality of program literature for associate:
13.  a. Quality of RDL's communications with you:

b. Quality of RDL's communications with associates:
14. Overall assessment of SRP: '

Table B-3. Laboratory Focal Point Reponses to above questions

AEDC AL USAFA PL RL WHMC WL
# Evals Recv’'d 0 7 1 14 5 0 46
Question #

2 - 86 % 0% 88 % 80 % - 85 %
2a - 4.3 n/a 3.8 4.0 - 3.6
2b - 4.0 n/a 3.9 4.5 - 4.1
3 - 4.5 n/a 4.3 4.3 - 3.7
4 - 4.1 4.0 4.1 4.2 : 39
5a - 4.3 5.0 4.3 4.6 - 4.4
5b - 4.5 n/a 4.2 4.6 - 4.3
6a - 4.5 5.0 4.0 44 - 43
6b - 4.3 n/a 4.1 5.0 - 414
6¢c - 3.7 5.0 35 5.0 - 43
7a - 4.7 5.0 4.0 4.4 - 4.3
7b - 4.3 n/a 4.2 5.0 - 4.4
Tc - 4.0 5.0 39 5.0 - 43
8 - 4.6 4.0 4.5 4.6 - 4.3
9 - 1.9 5.0 44 4.8 - 4.2
10a - 5.0 n/a 4.6 4.6 - 4.6
10b - 4.7 5.0 3.9 5.0 - 4.4
i1 - 4.6 5.0 4.4 4.8 - 4.4
12 - 4.0 4.0 4.0 4.2 - 3.8
13a - 3.2 4.0 35 3.8 - 3.4
13b - 3.4 4.0 3.6 4.5 - 3.6
14 - 4.4 5.0 4.4 4.8 - 1.4




3.

1997 SFRP & GSRP EVALUATION RESPONSES

The summarized results listed below are from the 257 SFRP/GSRP evaluations received.

Associates were asked to rate the following questions on a scale from 1 (below average) to 5 (above
average) - by Air Force base results and over-all results of the 1997 evaluations are listed after the

qu
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14.
15.

16

17.

estons.

The match between the laboratories research and your field:
Your working relationship with your LFP:
Enhancement of your academic qualifications:
Enhancement of your research qualifications:
Lab readiness for you: LFP, task, plan:
Lab readiness for you: equipment, supplies. facilities:
Lab resources:
Lab research and administrative support:
Adequacy of brochure and associate handbook:
. RDL communications with you:
. Overall payment procedures:
. Overall assessment of the SRP:
a. Would you apply again?
b. Will you continue this or related research?
Was length of your tour satisfactory?
Percentage of associates who experienced difficulties in finding housing:

. Where did you stay during your SRP tour?
a. At Home:
b. With Friend:
c. On Local Economy:

d. Base Quarters:
Value of orientation visit:

a. Essential:

b Convenient:

C. Not Worth Cost:
d Not Used:

SFRP and GSRP associate’s responses are listed in tabular format on the following page.
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Table B-4. 1997 SFRP & GSRP Associate Responses to SRP Evaluation

Amold | Brooks | Edwards § Eglin § Griffis Hapsnm Relly | Kirtland | Lackland Robins § Tyudall WPAFR | average
6 48 6 4 3 19 3 32 1 2 10 85 257

4.8 4.4 4.6 471 44 49 1| 4.6 4.6 5.0 5.0 4.0 4.7 4.6
5.0 4.6 4.1 491 4.7 4.7 5.0 4.7 5.0 5.0 4.6 4.8 4.7
4.5 1.4 4.0 46 ] 43 4.2 4.3 4.4 5.0 5.0 4.5 4.3 4.4
4.3 4.5 3.8 46 | 44 4.4 4.3 4.6 5.0 4.0 4.4 4.5 4.5
4.5 4.3 3.3 48 1 44 4.5 4.3 4.2 5.0 5.0 3.9 4.4 4.4
4.3 4.3 3.7 471 44 4.5 4.0 3.8 5.0 5.0 3.8 4.2 4.2
4.5 4.4 4.2 181 4.5 4.3 13 4.1 5.0 5.0 4.3 4.3 4.4
4.5 4.6 3.0 49 | 44 4.3 4.3 4.5 5.0 5.0 4.7 4.5 4.5
4.7 4.5 4.7 45| 43 4.5 4.7 4.3 5.0 5.0 4.1 4.5 4.5
4.2 4.4 4.7 441 4.1 4.1 4.0 4.2 5.0 4.5 3.6 4.4 4.3
3.8 4.1 4.5 401 39 4.1 4.0 4.0 3.0 4.0 3.7 4.0 4.0
5.7 4.7 4.3 491 4.5 4.9 4.7 4.6 5.0 4.5 4.6 4.5 4.6
Numbers below are percentages
13a § 83 90 83 93 87 735 100 81 100 100 100 86 87
13 1100 89 &3 100 ] 94 98 100 94 100 100 100 94 93
14 83 96 100 90 87 80 100 92 100 100 70 84 88

r;:;oeeqom‘-uu—au

15 17 6 0 31 2 76 33 25 0 100 20 8 39
16a - 26 17 9 38 23 33 4 - - - 30
16b 1 100 33 - 40 - 8 - - - - 36 2
l6c - 41 83 40 | 62 69 67 96 100 100 64 68
16d - - - - - - - - - - - 0
17a - 33 100 17 | 50 14 67 39 - 50 40 31 35
17 - 21 - 17 10 14 - 24 - 50 20 16 16
17¢ - - - - 10 7 - - - - - 2 3
17d § 100 46 - 66 | 30 69 33 37 100 - 40 51 46
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4. 1997 USAF LABORATORY HSAP MENTOR EVALUATION RESPONSES

Not enough evaluations received (5 total) from Mentors to do useful summary.
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5. 1997 HSAP EVALUATION RESPONSES

The summarized results listed below are from the 113 HSAP evaluations received.

HSAP apprentices were asked to rate the following questions on a scale from
1 (below average) to 5 (above average)

Your influence on selection of topic/type of work.
Working relationship with mentor, other lab scientists.
Enhancement of your academic qualifications.

Technically challenging work.

Lab readiness for you: mentor, task, work plan. equipment.
Influence on your career.

Increased interest in math/science.

Lab research & administrative support.

Adequacy of RDL’s Apprentice Handbook and administrative materials.
10. Responsiveness of RDL communications.

11. Overall payment procedures.

12. Overall assessment of SRP value to you.

D0 NN e D

13. Would you apply again next year? Yes (92 %)
14. Will you pursue future studies related to this research? Yes (68 %)
15. Was Tour length satisfactory? Yes (82 %)
Arnold Brooks Edwards Eglin Griffiss Hanscom Kirtland  Tyndall | WPAFB Totals
# 5 19 7 15 13 2 7 5 40 113
resp
1 2.8 33 3.4 3.5 3.4 4.0 3.2 3.6 3.6 3.4
2 4.4 4.6 4.5 4.8 4.6 4.0 4.4 4.0 4.6 4.6
3 4.0 4.2 4.1 4.3 4.5 5.0 4.3 4.6 4.4 4.4
4 3.6 3.9 4.0 4.5 4.2 5.0 4.6 3.8 4.3 4.2
5 4.4 4.1 3.7 4.5 4.1 3.0 3.9 3.6 3.9 4.0
6 3.2 3.6 3.6 4.1 3.8 5.0 3.3 3.8 3.6 3.7
7 2.8 4.1 4.0 3.9 3.9 5.0 3.6 4.0 4.0 3.9
8 3.8 4.1 4.0 4.3 4.0 4.0 4.3 3.8 4.3 4.2
9 4.4 3.6 4.1 4.1 3.5 4.0 3.9 4.0 3.7 3.8
10 | 4.0 3.8 4.1 3.7 4.1 4.0 3.9 2.4 3.8 3.8
11 4.2 4.2 3.7 3.9 3.8 3.0 3.7 2.6 3.7 3.8
12 | 4.0 4.5 4.9 4.6 4.6 5.0 4.6 4.2 4.3 4.5
Numbers below are percentages
13| 60% 95% 100 100% | 85% 100% | 100% 100% | 90% 92%
14 | 20% 80% 71% 80% | 54% 100 % 71% 80% | 65%  68%
15 | 100% 70% 71% 100% | 100% 50% 86% 60% 80% 82%
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TEMPORAL AND SPATIAL CHARACTERISATION OF A SYNCHRONOUSLY-PUMPED
PERIODICALLY-POLED LITHIUM NIOBATE OPTICAL PARAMETRIC OSCILLATOR

Graham R. Allan

Abstract

The successful operation and characterisation of a synchronously pumped optical parametric oscillator is reported.
The OPO uses an optically pumped (cw-modelocked Nd:YAG laser) 5 cm crystal of periodically-poled lithium
niobate in a temperature stabalised oven. The OPO produces pulses of ~100 ps duration in the wavelength range of
~1.5um. Anomalous switching behaviour has been observed when the system is near synchronism and a reduction
in the transmitted pump noise is seen for incident powers around threshold. Strong pump depletionwas observed in
both the spatial and temporal profiles of the pump. Parasitic losses in the signal involving mixing and second

harmonic generation were observed.
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TEMPORAL AND SPATIAL CHARACTERISATION OF A SYNCHRONOQUSLY-PUMPED

PERIODICALLY-POLED LITHIUM NIOBATE OPTICAL PARAMETRIC OSCILLATOR

Graham R. Allan

Introduction

Optical parametric oscillators, OPQO's, are now well established as a means of generating widely-tunable coherent
radiation in regions of the electromagnetic spectrum which are normally difficult to access via conventional coherent
sources. However, “low” output powers still limits the utility of OPO's as a tool in nonlinear optics research. In
addressing this limitation we continue to investigate Periodically-Poled Lithium Niobate, PPLN, in a synchronously
pumped OPQO. Previous work reported on the characterisation of a 13 mm crystal of PPLN in a synchronously
pumped OPO; in this report the experimental work concentrates on a higher-gain system. As the small-signal gain
is proportional to the square of the gain medium length, alonger crystal of PPLN is used. The dynamics of this
synchronously pumped OPO are again characterised using standard cw and temporally and spatially resolved detection
techniques. This allows study of dynamical effects within an individual pulse, such as pump depletion and back

conversion.

Experimental

The experimental system consists of essentially three components; the pump laser, the OPO and the diagnostics. A
schematic of the general experimental layout is shown in figure 1. The pump source is a commercial, cw, mode-
locked ND:YAG laser operating at 1.064 um and producing nominally 100 ps FWHM pulses in a 76 MHz train
with ~20 W of average power. Before injection into the OPO cavity the pump laser is mechanically chopped at
40 Hz with a 100:1 duty cycle. The peak intensity is controlled by the halfwave plate and analyzer (HWPP) and
monitored by a photodetector. In our experiments the mechanical chopping reduces the average power of the pump
laser seeding the OPO to ~100 mW. The crystal is maintained at a temperature 60° C which has the effect of
postponing the onset of photorefraction in lithium niobate, in our case almost indefinitely. The nonlinear optical
crystal, a piece of periodically poled lithium niobate, is 50 mm x 10 mm by 500 um thick with several poled

regions aligned along the long axis. The input and output surfaces of the chip are anti-reflection coated with a
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broadband antireflection coating and yields ~98% throughput at 1064 um and from 97-98 % for signal radiation

around 1.5 pm.

Pelin Boca

HWPP Prism

22 . Polariser

Mode-locked Nd:Yag Laser 5~ A, LD
Optical
Chopper

Signal —
Detector  C2 PPLN Crystal Ci Len\es BXT

Y

HENY

. Incident P
Fibre Coupler & II;(C)I\N::1 Melitrar:p

Pigtail on C.C,\ £ i PMP
XYZ stage /U n
Imaging
Lens IL P ump or Signal ____ Transmitted Pump

Fast
Photdetector Blocking Filters Power Meter
PED Attenuation TPMP
Figure 1. Schematic of the experimental layout showing the cavity geometry.

The OPO cavity is a continuous-wave synchronously pumped design forming a tightly folded bow-tie ring resonator
in the vertical plane, approximately 1 m long and 2.5 cm high between two 75 cm radius of curvature concave
mirrors and two plane mirrors. The OPO cavity produces a signal mode spot size of 150 um to which the pump is
matched using external, (to the cavity), mode-matching lenses. All the mirrors are highly transmissive at the pump
and idler wavelengths, 1.064 pm and 3.4 um to 3.8 um, respectively, and highly reflective from 1.49 pum to
1.53 um. A pair of intracavity glass plates mounted on rotation stages are used to synthesize an output coupler. The
two plates were inserted with opposite tilt to cancel parallax. Changing the angle of the plates alters the Fresnel
losses, thereby synthesizing output. The output coupling can be varied smoothly from as much as 18% output
coupling, when the plates are near normal incidence, to less than 0.1% at Brewster’s angle. In operation the OPO’s
output is synchronous with the 76 MHz pulsed output of the pump laser; however the injected pump power is

mechanically chopped and so produces burst of synchronous pulses at 76 MHz within the chopper window. The
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chopper blade clears the incident pump beam in ~25us and the chopper window remains open for approximately 250
ps. The OPO typically reaches steady state in less than 50 ps, after which the output power remains constant until
the chopper window closes. The long term stability of the system was good - typical characterisation runs can take

approximately an hour, over which time the OPO was well behaved and continued to display such behavior over

many hours.

The rest of the system comprises the diagnostics, which are designed to simultaneously monitor the averaged
incident pump power, transmitted pump power and signal power, and the temporally and spatially resolved
transmitted pump or signal. To monitor the averaged powers we used slow-response, large-area, photodetectors to
integrate over the spatial and temporal profiles of the mode-locked pulses from the laser and OPO: The incident
pump power is monitored with photodetector (IPMP); the signal power transmitted through high-reflectivity mirror
(C2) is monitored by photodetector (SIG) and the residual pump power transmitted through the lithium niobate
crystal (PPLN); and cavity high-reflector (C3) is picked off by a beam splitter (BS) and monitored by photodetector
(TPMP). For spatial and temporal resolution we use a fast-response, small-area, fiber-coupled photodetector and a
series of dichroic filters. The input end of the fiber is positioned in the image plane of an optical system that images
the output face of the PPLN OPO crystal. The 75 cm curved mirror on the left of the diagram and a lens (IL) act as
a compound optical system that images the output of the PPLN crystal into a plane where the input end of the
optical fiber is scanned. The position of the image plane is determined by inserting a mask in the OPO cavity at
the output face of PPLN crystal. This partially blocks a weak incident pump and produces a well known interference
pattern. Spatial scans were then performed to exactly determine the image plane. Transverse translation of the mask
by a known amount and recording the spatial profile allowed us to deduce the magnification of the imaging system.
The output end of the optical fiber is connected to a fast-response photodiode (FPD). The dichroic filters (DF) are

mounted on a motorized translation stage to allow computer controlled monitoring of signal or pump wavelengths.

A boxcar integrator, triggered by an auxiliary laser diode (LD) and photodiode (BXT) is used to measure the slow
large-area photodetector voltages. The integrating window is 30ps long and is positioned approximately 175ps from
the opening edge of the chopper window. This is well within the steady state operation of the system. The signal
from the fast-response photodiode is sent to an analog sampling head. The sampling head is triggered by the 38

MHz signal that drives the pump-laser's mode locker. The delay between the triggering and sampling of the
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photodiode’s electrical signal is controlled by the computer through an external input of the sampling head. The
temporal resolution of the sampling head binning enabled us to resolve structure of the order of 20 ps The output of
the sampling head was sent to the boxcar triggered at the chopper frequency. The boxcar’s integrating window’s
width and delay ware adjusted within the chopper window enabling one to temporally resolve the transmitted pump
and signal behaviour through switch-on to steady state. The output voltages of the integrator were recorded by
computer.

Results and Discussions

In this section data on cavity optimisation, threshold, optimal out-coupling, and the spatially and temporally resolved
transmitted pump are presented. To obtain optimal performance from the OPO the signal power of the OPO cavity was
studied as a function of synchronicity (OPO cavity length) and for several incident powers, see Figure 2. Zero on the
horizontal axis was chosen to correspond to the maximum signal efficiency and positive cavity length detuning
corresponds to longer cavity lengths. The incident power was varied using the half-wave plate and polarizer (HWPP)
combination between the laser and OPO resonator, while the cavity length was changed using an optically encoded
motorized translation stage. The cavity continues to oscillate over ~5 mm of detuning, which corresponds to an overall
change in optical length of 10 mm. The signal detuning was asymmetrical, oscillation occurring over a greater range of
cavity detuning to the shorter cavity side of synchronism. On synchronism a prominent increase in signal power was
seen at higher incident powers.

Signal v Detuning

0.14 T T T T

0.12

0.1
0.08
0.06

0.04

Signal (Arb Units)

0.02

l'lllllIll‘lll'lll‘llllllllll

. . , : =06
-0.02 )

-3000 -2000 -1000 0 1000 2000
Detuning ((m)

Figure 2. Signal as a function of cavity detuning for six different incident powers.

In figure 2a the signal efficiency is plotted as a function of cavity detuning. Signal efficiency is defined as signal power

divided by incident pump power. Zero cavity detuning is determined from these plots and corresponds to maximum
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signal efficiency. Maximum signal
efficiency occurs for approximately 10 W,
(I = 0.6), of average incident power, and
over a narrow band around synchronism.
These data represent the relative signal
efficiency. The absolute signal efficiency
requires scaling the signal power and
incident power by the requisite attenuation
factors. The position of the peak signal
efficiency remains unchanged throughout

the measured power range.

In figure 2B the transmitted pump power
normalized by dividing by the incident
pump power is plotted for the same
conditions as figure 2A. From these
curves it is evident that the system
achieved about 70% pump depletion over
the integrated temporal and spatial profile
of the transmitted pump. However this
was not for the highest incident pump
powers. For the hig'her powers the pump
depletion peaked at ~ 60% at synchronism
and maintained about 50 % depletion over
the detuning range. In contrast, the on-
axis temporally resolved pump depletion
was a remarkable 90 % for almost all
powers measured, figure 2c. Only for the

highest and lowest powers measured did




Normalised Transmitted Pump

Normalised Transmitted Pump

Figure 2A. Four plots showing pump depletion

the peak pump depletion reduce. The reduction for I = 1 is attributed to back conversion while at low incident powers, 1

= 0.1, there was insufficient conversion to completely deplete the onaxis pump at its temporal center.
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The maximum pump depletion corresponds to max signal generation.

To characterise the operation of a pulsed OPO and to fully observe effects such as pump depletion and back conversion

one must resolve structure within the temporal and spatial envelope of a pulse, which, for this system, requires a

temporal resolution of the order of 20 ps and a spatial resolution of the order of 10 um. Such adetection system is

described in the experimental section.

To observe the onaxis pump-depletion the cavity-length detuning scans were repeated using the fibre coupled fast

photodetector to monitor the spatial and temporal center of the transmitted pump. The spatial center was obtained from

a two-dimensional scan of the transmitted-pump’s intensity profile with the OPO off-resonance. A narrow,

variable-delayed sampling window of ~20 ps width was set to record the peak of the spatially resolved transmitted pump
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signal. These results are recorded in figure 2C. Again zero on the horizontal axis correspond to the maximum signal
efficiency, synchronism, and positive cavity length detuning corresponds to longer cavity lengths. It is clear that the
transmitted pump depletion measured by the fast system is greater than the slow, large-area photodiode measurements.

The peak onaxis pump depletion is 90 %.
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Figure 2C. Pump depletion as a function of cavity length as measured by the fast photodetector
and fiber. The onaxis pump depletion is typically 90%

Further characterisation required monitoring the transmitted pump and signal as a function of incident power. The
cavity was set on synchronism and carefully aligned for lowest oscillation threshold. In figure 3a (top) the transmitted
pump power and signal power are plotted as a function of incident pump power. In this experiment twenty discrete
measurement were taken and plotted for each incident power. The vertical spread in the data gives an indication of the
pulse to pulse stability of the OPO. Typical threshold for a well-aligned 5 cm PPLN system was ~0.06 I, Above
threshold the signal increased linearly until about twice threshold where the signal tended to saturate. The rollover point

corresponds to an increase in pump transmission. A notable feature is the reduction in the
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transmitted pump noise just after threshold

However at ~10 times threshold the
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using a 0.5 m spectrometer. Tentative

identification of each emission is recorded
Figure 3A, 3B and 3C. See text for details.

it the Table 1. It is important to note that

the intracavity signal is sufficiently strong to generate second harmonic at 0.747 um. Sum frequency mixing with

idler produces red at 0.624 pum. The blue light (0.493 um) corresponds to a possible impurity transition from iron.
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Table 1

Identificaton Wavelength (1um)
Signal 1.486
Pump 1.064
Second Harmonic of the Signa 0.747
Sum of Signal and Pump 0.624
Second Harmonic of the Pump 0.532
Recombination Radiation 0.493
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Figure 4. Normalised signal v intracavity “brewster
plate” angle. Maximum signal corresponds
to ~4% outcoupling at ~12 W pumping

Pump Depletion on Synchronism
100
i _&JA o
- 80 ro 2 LAM TN vy AAS!AaAa “AK“”
g AK 1y f L
g 60 + OATC Tr: itted Pump
b L Integrated Transmitted Pump
éc— & 1
40 : :\Jnmﬁﬁ
c A '
£ i
=
a 20 !
NF
1
0 e
o 0.2 0.4 0.6 0.8 1
Power Setting
Figure 5. Percentage pump depletion as a function of
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ncident power. The triangles correspond to

he temporally and spatially resolved data.

To determine optimum conditions for pump to signal
conversion we monitored the intracavity signal power
as a function of output coupling. The two intracavity
glass plates changed the cavity loss through the
angular dependence of the Fresnel loss. As the plates’
angles were adjusted the cavity length was tuned to
maintain synchronism. The normalised intracavity
signal power is then plotted as a function of angle.
The results are plotted in figure 4. The output signal,
normalised, is plotted as a function plate angle. The
solid line is a guide for the eye and minimum
outcoupling is ~55.49, Brewster’s angle. Maximum
efficiency occurs at ~689 output coupling for ~12
Watts of incident pump power. The on-axis

behaviour, at the peak of the transmitted pump’s

temporal pulse was further studied as a function of
incident pump power. Again the cavity was
positioned on synchronism and the fiber was in the
image plane at the peak of the pump pulse with the
fast detector sampling window set at the center of the
pulse. Figure 5 is a plot of the percentage pump
depletion, recorded on axis at the temporal center
(OATC) of the pulse as a function of increasing

power, (open triangles), also shown for comparison

are the slow, large area photodetector measurements

(open squares). The temporally and spatially resolved transmitted pump again showed greater on-axis pump

depletion than the averaged transmitted pump. The peak, on-axis pump depletion measured at the temporal center
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of the pulse is ~80 % and occured at approximately five times threshold where the pump-depletion remained
relatively constant up to fifteen times threshold. A 1.5 um high reflector mirror, was positioned upstream of the
fibre input to ensure measurement of the transmitted pump radiation (1.064 pm) and not a combination of pump
and signal wavelengths. The difference in detected signal corresponded to the transmission at 1.064 um of the
1.5 um optic. The difference in maximum pump depletion between figures 3 and 5 is ascribed to slightly different

alignment.

To further characterise the system and observe pump depletion and back-conversion, the transmitted pump’s spatial
profile was recorded as a function of incident power. The effect of pump depletion should “eat” away at the center

of the transmitted pump, producing a “volcano like” spatial profile. Since back-conversion is also a x? effect,

strongest back-conversion is expected to take place at the peak of the signal pulse. For a well aligned system, on
synchronism, back-conversion would appear as an increase in pump intensity, narrower in profile than the pump.
Back conversion should be manifest as an increase in transmitted pump intensity, which will tend to fill in the
“crater”. Experimental data, recorded in figure 6, tend to confirm this. In this experiment the cavity was carefully
aligned for temporal and spatial overlap between the circulating signal and pump. The temporal window of the
sampling head was set at the peak of the pump pulse, and the signal on the fiber recorded as a function of position.
A series of profiles was recorded starting below threshold and increasing to maximum incident power. The vertical
scale indicates the absolute magnitude of the transmitted pump. A series of imaged profile of the transmitted
pump is recorded in Figure 6 as a function of incident power. The first plot is for the OPO off resonance, power
0.2 T and close to threshold. Above threshold the overall profile decreases, with maximum depletion taking place
at the center of the beam. As the incident power is increased further, power > 0.4 I, the overall profile starts to
grow a narrow cone in the region where, the pump has been depleted, there is strongest signal and optimum spatial
overlap between pump and signal (synchronism). This central cone is ascribed to back conversion. The cone
continues to grow with increasing incident power. Figures 6, power =0.9 clearly shows a narrow central cone
surrounded by an annulus formed by the remainder of the incident pump that has not been down converted The
central cone is formed by the back conversion of signal and idler into the pump wavelength. At the maximum
power some broadening of the central cone was observed. This may be attributable to the now increasing pump

intensity again converting to signal at the peak.
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Figure 6. Sequence of intensity profiles and contour plots showing the transmitted pump as a function of

increasing incident power.

Power 0.2

~ 0 ©

O <N wWwhboo

O 24N N®

Power 0.3

oo~
H

1111

Power 0.4

O =+ NWH~AOOOD

1-13




Power 0.5

Power 0.6

1-14

N o~

O =< MW H

W BA;

- N




Power 0.9

D~

O = N Wwh m

O~ N WhHh OO

Temporal Profile

The operation of the OPO from switch-on through steady-state operation was also studied. A considerable wealth
and volume of data was taken during these experiments and only preliminary (raw) data presented here. The onaxis
temporal profiles of the transmitted pump pulse and signal pulse were recorded for various time delays within the
chopper window. Again the fiber was positioned in the image plane at the spatial center of the transmitted pulse.
Due to dispersion and cavity alignment the center of the transmitted pump did not always coincide exactly with the
signal profile. On switching from transmitted pump to signal detection not only was the blocking filter changed
but the fiber was also repositioned for the corresponding center.The following results show typical operation of
OPO for strong pumping and for pump pulse of ~100 ps FWHM at various times within the 250 us chopper
window. The width of each plot is 500 ps. Figure 7 is a composite plot of 6 temporal profiles each taken ~30 s
later than the previous pulse during the chopper window. The first 50 s corresponds to switch-on; after ~100 ps
the system approaches equilibrium. In the first plot (top) the leading edge of the transmitted pump has already
been depleted in the high gain system at the strongest pumping levels. After ~100 ps a strong peak is observed in
the trailing edge of the pulse. This is attributed to back conversion and the system oscillation with a slight cavity

detuning. Switch-off is essentially the reverse of Figure 7.
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Figure 7. Temporal profile of the transmitted pump
for different times within the chopper

window. The horizontal width is 500 ps. Conclusions
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Abstract

As part of the Integrated Ground Demonstration Laboratory (IGDL) mission, the
feasibilityl of a large, deployable, sparse aperture, space telescope is being studied under the
UltraLITE project. Precision tracking of the deployable structure via a speaker voice-coil
actuated white-light interferometer is the subject of this report.

We have established a new tracking control approach using a partitioned Kalman filter
based on measurements of the actuator current and the normalized fringe intensity from an
avalanche photo diode. This control has the potential to maintain the optical path difference of
the interferometer within desired nanometer tolerances. The theory to support this tracking

controller is developed in this report.




NONLINEAR TRACKING CONTROL
FOR A PRECISION DEPLOYABLE STRUCTURE
USING A PARTITIONED FILTER APPROACH

Mark J. Balas

1.0 Introduction

Under the UltraLITE project, experiments are being developed at the US Air Force Phillips
Laboratory to determine the feasibility of large, deployable, sparse aperture, space-based
telescopes. This has resulted in a proposed UltraLITE deployable test structure as part of the
Integrated Ground Demonstration Laboratory (IGDL) to measure and control subwavelength
(nanometer) structural disturbances.

White light interferometry has been chosen to measure accurately structural disturbances on the
nanometer scale. Since the coherence length of white light is on the order of hundreds of
nanometers, the precision structure may induce disturbances well beyond the range of the
interferometer sensor. Consequently, the interferometer must track the structure to produce zero
optical path difference (OPD) to provide structure position without signal loss. This is done
using a voice-coil actuated mirror (called “the Speaker”) as the reference optical path. The
speaker must be controlled to lock on and track the structure motion, and that control system is

the subject of this paper.

2.0 The Speaker Model

The voice-coil actuated mirror actually consists of four speaker actuators attached to the mirror

to control piston, tip, and tilt. We focus here on the piston control only and consider a single

speaker:
mX +dx + kx =Bli (1a)
L%+Ri=V—le (1b)

where x is the speaker position, i the speaker current, and V the voltage applied to the speaker.
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The speaker parameters m, d, k, L, R, and P/ are all constants determined by experimental testing.

Since the inductance L is very small (L =6x107 H), we will take it as zero. Then (1b) becomes

. V-Blk
= @)

which expresses the speaker current as the difference between the current due to the impressed

voltage (%) and the current due to the back-emf (%lg—j If we use (2) in (1a), we obtain

Bl

mX +dx+kx == (3)
R

2
where d=d + @)— . The net effect is to enhance the modeled speaker damping d by the amount
R p

(B

R

We define u,=V (the speaker control input), y,=i (the measured speaker current), and

X
z,= x (the speaker position); with the speaker state x, Eli_} we have the following Speaker
X

Model:
X, =Ax, +Bu, (4a)
z, =Cx, (4b)
y, =Ex, +Fu, (40)

mR R

where A;=| k d| B,=|Bl | C=[10], E E[ —;}, and F, =—. This is a two-
m m
dimensional, linear, state space model for the speaker which actuates the mirror in the optical
path.
B!

It is easy to see that (A,,B,) is controllable if and only if i 0. Also, (A,,E,) is observable
m

if and only if both L3 #0 and % # 0. The measured speaker parameters are the following:
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(m = 0.0025
BI=1.5
k=5x10’
ld=05
R=32
L=6x10"=0
which yield:

0 1 0
A= 6 s B, =
-2x10° -228 18.75

C,=[10], E, =[0-0.0469], F =0.0313
These give rise to a controllable-observable system with the transfer function:

_ 1[s*+200s+2x10°
32| s” +228s+2x10°

T(s) (5)

It is easy to see that the poles and zeroes of (5) are nearly the same, and the undamped natural

frequency of the speaker is 225 hz.

3.0 The Tracking Control Problem

The optical path difference (OPD) for the interferometer is given by

1=17)"17 ®
where z, is the speaker position and z, is the flexible structure position. The purpose of control

is to cause the speaker to “track” the motion of the structure, i.e. im z(t) =0.

t—00

To solve this tracking control problem we need a model of the structure motion. These models

normally are obtained through finite element, flexible structure techniques and result in very large-
scale systems. Such high-order models are useful for structure controller design but less helpful
for the nanometer scale dynamics involved in our optical problem.
We will assume a model of the structure (9) which is closely related to that of the speaker (4):

X, =A,x,+B,u, (9a)

z,=C,X, (9b)



where dimx, =dimx, =2. This may seem rather arbitrary, but for our needs the structure
model (9) is more of a mental construct or “metamodel” than an actual representation of all the
complex motions of which the structure is capable. As we shall see, only a measurement
involving the OPD is available to our controller, nothing more.
Define the state error
e=X, —X, (10)

and obtain, from (4) and (9), the following:

é=Ae+Bu +(A -A,)x,-B,u, (11)

The form of an ideal tracking control law would be

u, =G,e+G,x,+G,u, (12)
This results in a closed-loop system: .
é=(A,+B,G,)e+[A+B,G, - A,|x, +[N,G, - B, ]u, (13)
and the following OPD:
z=z,-2,=Cx,—-C,x,=Ce+[C, - C,]x, (14)

If a set of matching conditions:

A,=A,+BG, (152)
B, =B,G, (15b)
C =C, (15¢)
can be satisfied, the closed-loop (13) becomes
{é =(A, +B,G,)e (16a)
z=Ce (16b)

Then the controllability of (A,,B,) permits the choice of control gains G; to achieve arbitrary

exponential convergence (lim e= O) and, hence, z=Ce — 0. The rate of convergence will be

t—o0 t—o0
determined by the eigenvalues of A, + B,G,. The matching conditions (15) simply say that it is
possible, via feedback, to match the structure and speaker motions. If they could not be

satisfied, the speaker would not be capable of tracking the structure motion, i.e. limz # 0.

t—oo
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There are limitations to the ideal control law (12):

(a) e and x; are not measured

(b) u; is not measured
For our development (b) is not critical since we may assume u, =0 in (9); this means our
metamodel is not “driven” by any (deterministic) exogenous inputs. However, (a) must be
addressed.

In the next sections, we will develop estimators for x; and x, from available

measurements. This will allow us to create a realizable tracking control law.

4.0 The Linear Speaker Filter

Since (A}, E|) is observable, it is possible to recover the speaker position z, (and velocity, too)

from the measured current via a linear state. estimator or Kalman filter:

X, =A% +Bu, +K (y, - 9,) (17a)

9, =E&, +Fu, (17b)
The input and output noise covariances can be estimated for the speaker and used to solve for the
filter gains K, using the Riccati equation, e.g. [2]. Alternatively, a deterministic approach using

the speaker estimator error e, = X, —x, yields:

¢, =(A ~KE)e, (18)
where the filter gains K, can be chosen by arbitrary pole placement since (A, E;) is observable.

In either case, the estimated speaker state X, will converge exponentially fast to the actual state

x; with rate determined by the eigenvalues of A, ~KE,.

5.0 The Nonlinear Structure Filter

There is no way to measure the OPD directly. Instead it is indirectly measured from the
interferometer using an avalanche photo diode (APD) whose output is the normalized intensity:
y2=h(2) (19)

where the nonlinear fringe function h(-) is given by
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1, MY
1 ‘:[‘"‘r”] Z  (4nz
h = — J— < 2
(z) 2+2e cos(x ] (20)

with center wave length A, ~ 600nm and passband A, ~100nm for our testbed. This function
can be derived for a white light interferometer in Twyman-Green configuration; see developments

in [3] Chapter 22 and [4] Chapter VIL

A nonlinear state estimator, or extended Kalman filter, can be used to recover the structure state
X, from the APD output y,; for details, see [5] Chapter 6 or [6] Chapter 6. Our nonlinear

structure filter is given by

;‘2 =AK, + K2(y2 - 5’2) (21a)
§.=h(2) (21b)
z2=2,-1, (21c)

where Z is the estimated OPD and Z, and Z, are the estimated speaker and structure position

estimates, respectively.

The linearized structure filter is given by

iz =A%, +K, (Y2 - 92) (22a)
y,=Hz (22b)
i=%,-12, (22¢)
where (22b) replaces (21b) and
dh -z} .
H= —a—(é—) ——le “"[Zazop cosbz,, +bsin bzop] (23)

2
and a E-}I(Mt—pj and b= 4)?2. We see that h(-) is locally invertible when H#0; we will

pick any z,, where H=0.

Define the structure state estimation error e, = X, —X,. From (9) and (22) with (19) linearized

by y, = Hz, we obtain
€, = (Az + Kzch)ez -K,HCe, -B,u, (24)
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When we assume u, = 0, (24) and (18) yield %ime, (t)=0 and lime,(t)=0 with exponential

t—reo
rates determined by A, - K E, and A, + K,HC,.

In Sec. 4.0 we have seen that (A,,E,) observable would allow an arbitrary rate for A, —KE,.
Now we see that (A,,HC,) observable permits the same for A, + K,HC,; since H is a nonzero
scalar, this condition becomes (A,,C,)observable which we can safely assume for our structure
metamodel (9). This says that the linearized structure filter (22) will produce a convergent
estimator error e, when (19) is linearized. Therefore, at least in a neighborhood of the operating
point z,,, the nonlinear structure filter (21) will also converge.

In some cases, the gain K, for the nonlinear filter can be updated by solving a Riccati Equation

dh(g)

with H(k) = —-&—— ; this produces a variable filter gain K,(k). We chose to use constant
E=2(k)

gains K, based on the linearized system with a fixed operating point z; this is a much simpler

filter to operate.

6.0 Realizable Tracking Controller

Based on Secs. 2-5, we can create a realizable tracking controller:

u, =G,e+G,X, (25a)

e=%, —X, (25b)
where &, is obtained from the linear speaker filter (17) which monitors speaker current and X, is
obtained from the nonlinear speaker filter (21) which monitors the APD output. These two
filters are really one composite nonlinear Kalman filter based on the two outputs y, and y,.
However, it is easy to see that the composite filter partitions into the two separate ones, a linear

and a nonlinear one; hence, the name partitioned filter approach.
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7.0 Closed-Loop Stability Analysis

The closed-loop system (consisting of the speaker (4), the structure metamodel (9), the linear

speaker filter (17), the nonlinear structure filter (22), and the realizable tracking control law (25)),
can be obtained from

u, =y, +Ge, +(G, -G,)e,
where u: is the ideal tracking control law and e,, e, are the speaker and structure filter errors
respectively. This produces the following nonlinear closed-loop system:

e] [A+BG, B(G,-G,) BG, e| [-B,

X

e, |= 0 A, 0 e, |+|-B; |u,
e 0 0 A -KE, ||¢g 0
0
+K,|h(z)—h(z+C/[e, —¢,]) (26)
0

This can be linearized via h(z) = H(z) to produce:

e A, +BG, B/(G,-G)) B,G, e -B,

e, |= 0 A,+K,HC, K,HC, |le,|+]|-B,|u, 27

€ 0 0 A, -KE, || g 0
which is stable when A, +B,G,, A, +K,HC,, and A, —KE, are all stable (which they are by
our design). Therefore, when u, =0, the tracking error e and the filter errors e, and e, converge
to zero with exponential rate. However, if u, #0 but is a bounded signal (which represents
unmodeled structure dynamics), we have the following result:

(e +le,(OF +lea0F )" < V2K &7 (e O)F +}e, Q) +]e-(0)f )

K [B.

st cl

)

c

u, (1) (28)

where e* <K e™*;t20 and
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._.B2

A +BG, B|(G,-G
A=t (G:-G)) and B, =|-B,|-A- See Appendix for proof of (28).
0 A, +KHC, .

This shows that in the limit, as t — o the errors e(t), e,(t), e,(t), are ultimately bounded by

KB
6

<

lu,(t)]. Thus, when the metamodel of the structure is actually driven by a nonzero u,(t),

the best outcome is that our tracking controller will produce a bounded tracking error

proportional to [Ju,(t) |; otherwise, if u,(t) =0, the tracking error converges to zero. This clearly

illuminates the difference between a perfect and an imperfect world.

7.0 Conclusions

This report details the supporting theory for a new approach to precision tracking control. A
partitioned filter method has been shown to yield stable closed-loop control of a voice-coil
actuated interferometer to track the motion of a flexible, deployable supporting structure. The
partitioned filter uses the separated signals from the actuator current and the normalized intensity
of an avalanche photodiode to produce precision control commands.

Ongoing numerical and laboratory experiments at the IGDL facility of the USAF Phillips

Laboratory are being performed to validate this approach for future space-based demonstrations.
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Appendix: Proof of Eq. (28)

From (27), it is clear that e, is not affected by the bounded input u,. Consequently our concern

is with
. -B,
¢ Al +B1G1 Bl(Gx —Gl) ¢
= +{-B, |u,
€, 0 A, + KZHC, €, 0

which has the form: z= A _z+B_u, where A, is (exponentially) stable.
Now,

2(t) = e*2(0) + '[;eA‘(H)BCuz (1)dt
which satisfies:

OIS [0+ [ B (o]

12
where [z = (Jel} +Je.]’) -

Since u, is a bounded signal we can write:

(0] < K[e 2(O)]+ e a8, supf, (t)ﬂ

which becomes
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Because e,(t) = e(M=KiEte (0) we know we can choose K| so that [, (t)] < K.e e, (0)].
Therefore, using
© 1/2 172
e, || = (el +le +leal) = (1 +leal’)” <1l +]e.].
e, :
we obtain
1/2 - K B
(65 1o+l < e 0l sl L2 s
c

From ||z (0)] +[e,(0)] < 2 (”z O + ||ez(0)||2)l/2 , we have the desired (28).

2-13



MULTIPLE APERTURE AVERAGING TECHNIQUE FOR MEASUREMENT
FULL APERTURE TILT WITH A LASER GUIDE STAR AND EXPERIMENTAL
STUDY OF TILT ANGULAR ANISOPLANATISM

Mikhail S. Belen’kii
Assistant Professor
Department of Philosophy

Georgia Technology Research Institute
Atlanta, GA 30332

Final Report for:
Summer Research Program
Phillips Laboratory

Sponsored by:
Air Force Office of Scientific Research
Bolling Air Force Base, Washington, DC

And

Phillips Laboratory

September 1997

3-1




MULTIPLE APERTURE AVERAGING TECHNIQUE FOR MEASUREMENT FULL APERTURE TILT
WITH A LASER GUIDE STAR AND EXPERIMENTAL STUDY OF TILT ANGULAR
ANISOPLANATISM
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Atlanta, GA 30332-0834

Abstract

A method for measuring full aperture tilt with a LGS is developed. The method exploits a single
monochromatic LGS formed through the main telescope and uses two arrays of small auxiliary telescopes
separated in orthogonal directions to view the LGS. To reduce the contribution of a down propagation path
to the measured tilt, four averaging techniques are used. It is shown that the contribution of the down
propagation path can be reduced by averaging a LGS image over FOV of the receiver, over the position of
the auxiliary telescope in the telescope array, over position of a subaperture within the auxiliary telescope,
and over time. We found that the use of the above averaging techniques permits us to achieve the Strehl
ratio equal to 0.7 for various seeing conditions, different telescope diameter, and wavelength, including a
visible waveband. A designing methodology for the tilt measurement scheme with a LGS is discussed. An
experimental study of the tilt angular correlation scale and the tilt angular averaging function is performed.
A new approach of measuring tilt angular anisoplanatism is ‘exploited. This approach employs
measurements of the random motion of the portions of a moon edge image to assess wavefront tilt. This
technique provides a wide. continuous range of angular separations which are not available in observations
with a binary stars. This allows measurements of the tilt averaging function. Besides, the moon is
sufficiently bright to enable observations with a high resolution CCD imaging system, and, at any given
site and time, the moon is more likely to be available for observations than specific binary stars. In this
experiment, the statistical properties of tilt angular correlation and the tilt averaging function were studied.
According to estimates based on the tilt averaging function, the tilt angular correlation scale increases by
increasing the telescope diameter from 40 arcsec to 118 arcsec. This indicates that the concept of
isoplanatic angle is not applicable to tilt-related phenomena. The data obtained can be used for designing
the tilt measurement scheme.




MULTIPLE APERTURE AVERAGING TECHNIQUE FOR MEASUREMENT FULL APERTURE TILT
WITH A LASER GUIDE STAR AND EXPERIMENTAL STUDY OF TILT ANGULAR
ANISOPLANATISM

Mikhail S. Belen’kii

Introduction

The inability of a laser guide star (LGS) scheme to sense a full aperture tilt places a fundamental limitation
on adaptive optics (AO) systems and limits the area of the sky accessible for AO correction. During the last
few years, several different techniques for measuring tilt with a LGS were proposed. In particular, Foy et.
al.{1}suggested a polychromatic LGS method with two multicolor sodium beacons. This technique uses
the wavelength dependence of the index of refraction. However. for ordinary atmospheric conditions, the
wavelength dependence of the index of refraction is very weak. The difference in the index of refraction
only a few percent when the difference in the wavelength is about one decade, which makes
implementation of this technique difficult.

Belen’kii {2} suggested the method which uses a single monochromatic LGS and two auxiliary telescopes
separated from the main telescope in transverse directions. A LGS is formed by a laser beam transmitting
through the main telescope and auxiliary telescopes are used to view the LGS. A tilt component
corresponding to the down propagation path in this technique is eliminated by averaging a LGS image
over a laser beacon angular extent. This method has several advantages. First, as opposed to the Foy et. al.
technique {1}, this method is based on the first order, but not second order, effect. Second, the aperture
size for an auxiliary telescope is independent of that for the main telescope and can be small. Third, a one-
dimensional CCD array can be used to increase the signal-to-noise ratio for an auxiliary telescope because
only global motion of the LGS image, as a whole, should be measured. Belen’kii {3} also suggested a tilt
measurement scheme with a small aperture beam transmitted from behind a portion of a primary mirror,
which does not require transmitting high power laser irradiance through the main optical train, and might
be used for the mesospheric sodium layer.

Ragazzoni{4} suggested a LGS scheme with a laser beam launched through a laser projector, which has
the same diameter as the main telescope and placed far away from it. The problem with this scheme is that
two 8 72 laser projectors are required to measure two-axis tilt components for an 8 1 telescope. Besides,
due to the fact that a LGS is viewed through the main telescope, a large FOV and large separations (up to
600 Km ) between the main telescope and beam projectors are required, which is far from practical.
Another scheme suggested by Ragazzoni {5}uses time delay effect for the sodium beacon. However, the

propagation time delay for the LGS at the altiude A= 90 Kz is T =6 107 . Whereas, the tilt
temporal correlation scale for the telescope of diameter £»> 1.5 2, according to the measured data {6} is

larger than Z,> 1.5. Therefore, the ratio T/ Z, is less than t/ l‘c<6-10_4. The implication is that

expected LGS image motion is small, and the required measurement accuracy is far beyond the capability
of current optical sensors.

Even though the LGS techniques suggested in {2,3} do not have the above shortcomings, they,
nevertheless, require large FOV and large separations between the main and auxiliary telescopes to achieve
the Strehl ratio (SR), which are needed for practical AO systems. In the paper by Belen’kii {7}, a general
approach for measuring tilt with a LGS was presented. This approach uses a single LGS and two arrays of
auxiliary telescopes placed in orthogonal directions. Angular, spatial, temporal, and multiple aperture
averaging techniques are exploited to reduce the tilt component corresponding to the down propagation
path. This permits us to diminish FOV of the receiver and the distance between the main telescope and
auxiliary telescope array.

Description of principle

A bistatic LGS scheme suggested in Ref. 2 is shown in Fig. 1. A laser beacon formed through the main
telescope is observed through an auxiliary telescope. An auxiliary telescope sees a beacon as an extended
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object. Light emitted from different portions of the LGS pass through different inhomogeneities, due to the
fact the LGS image appears wavy. A waviness scale is determined by the tilt angular correlation scale, 0 »
which is proportional to auxiliary telescope diameter {3,8}. A tilt component corresponding to the down
propagation path is eliminated by averaging randomly different motion of the portions of a LGS image
over a laser beacon angular extent. To obtain the required amount of averaging, FOV of the receiver, 0 ,
should greatly exceed the tilt angular correlation scale, ©  The estimates {3,8} show that even for a small
aperture telescope, a tilt angular correlation scale is tens of arcsec. As a result, large FOV and large
separations, A . are needed to measure tilt. A modification of this technique considered below simplifies
the requirements of the measurement scheme.

An analysis of a LGS scheme shown in Fig.1 reveals that integration of a LGS image over FOV of the
receiver is not the only way to reduce the contribution of a down propagation path. Indeed, the tilt
measured with the auxiliary telescope consists of two components,

00, 8) =0 Ld+0 50, 8. M

The first component, ¢ , . is the full aperture tilt for the transmitted beam which corresponds to the
upward propagation path. The second component, @ ,,, is the tilt resulting from the down propagation
path. There are several fundamental differences between these tilt components. First, the tilt component
¢ ,p depends on angle O and has randomly different values in different directions, whereas the tilt
component @ , . is independent of 0 . Second, the tilt component, @ op» depends on the spatial position of
the receiving telescope, A&, whereas the tilt component, ¢ ,, is independent of k. Finally, both
components, ¢ ,, and ¢ ,,, depend on time, /. However, if the diameter of the main telescope greatly
exceeds that for an auxiliary telescope, its tilt temporal correlation scale is much greater than that for the
auxiliary one. All these differences can be used to reduce the contribution of the down propagation path,
Q 1 to the measured tilt.

Let us assume that an array of /V auxiliary telescopes separated from each other at the distance, A |, are
used to measure tilt. Each telescope in the array, as shown in Fig. 2, is pointed at the LGS. Let us also
assume the LGS image is integrated over FOV of the receiver, 6 # » Over position of an auxiliary telescope
in the array, and over time, 7, which is much smaller than the tilt temporal correlation scale for the
component @ 7, corresponding to the transmitted beam, 7<< Z;. The integrated LGS tilt is given by

. 1% 1& 17
= — | BH—= - | do 0, R, ). 2
D ycr (Pza(l)"'ekj; /\; TJ; (oI ( ,1) )]

By assuming that angular, spatial, and temporal coordinates are statistically independent, one can estimate
variance of the integrated tilt, ((BZA < 7). It should be noted that motion of the turbulent inhomogeneities

due to wind does not affect statistical independence of the spatial and temporal coordinates. Indeed, if the
separation is A, ~ 10 zz, then for a sodium beacon ( /7= 90 47z) at the altitude /7= 10 4zz the distance

between the propagation paths for two auxiliary telescopes is about 9 zz2. For wind velocity V=10 227/ s
and integration time 7< 0.1, displacement of inhomogeneities is less than 1 7z, which is much smaller
than the distance between the propagation paths. Variance of the integrated tilt equals

{~2 \N_ /.2 2
\P 457/ =\P 28/ T O pp 3
Here ((P ZU} is the tilt variance for the transmitted beam, and 0'20,, is the tilt variance for the down

propagation path.




Figure 1. Diagram of the tilt sensing scheme. 1 is the main telescope, 2 is the LGS, 3 is
a natural star, 4 is the auxiliary telescope, Oy is the FOV, y is the angle between the
telescope axes, and A is the separation.

This variance is given by

o ={0% Gy Gs G, @
In this equation, ((pjps) is the tilt variance of a point source observed through an auxiliary telescope,
G, G, and Gy are the angular, spatial, and temporal averaging functions, respectively. These

averaging functions are

2

G0,/0,)=7-
R

Oz
[2(0/0)1-06/0,)®, 5)
0

04M=—1A7_Z] N ©

a

G(71t,)= 371 B(d t)1- 4 Tjat. )

0

Here &, b, and b, are the tilt angular, spatial, and temporal correlation coefficients, respectively, 6 ,
and 7, are the tilt angular and temporal correlation scale, respectively, for an auxiliary telescope. As
each correlation coefficient in Eqs.(5) - (7) is &8, O, 8,5 1, the tilt averaging functions also satisfy the
equation G, G, G,<1. From Eq. (4) it follows that simultaneous averaging a LGS image over

. . . . 2 .
angular, spatial, and temporal coordinates decreases the tilt sensing error,G ,p. In the next sections
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angular, spatial, and temporal averaging techniques will be considered in detail. It will be shown that the
use of several averaging techniques permits us to increase the accuracy of sensing tilt.

Figure 2. Diagram of tilt sensing scheme using an array of auxiliary telescopes.

Angular averaging technique

Angular averaging of a LGS image over FOV was studied in detail in {3,8}. In these studies, the tilt
angular correlation scale,0 » and tilt averaging function, GA, were evaluated. It was shown that the tilt

angular correlation scale is given by
0,=a(Z/D)D, I )

Here /), is the auxiliary telescope diameter, _b is the effective altitude of the turbulent atmosphere which
is determined by the ratio 4=,/ , of first two moments of the vertical profile Cf,( hH:

B, = I Cj(ﬁ) df and p, = J. Ci( ) fadlh, and 0. s the coefficient of proportionality which takes into
0 0

account the effect of the outer scale of turbulence on the tilt angular correlation scale. This coefficient
varies in the range 0.8 <@ < 3.5 when theratio /,/ [, isintherange 1 < 4,/ D, <10.

The tilt averaging function, G, calculated in {3,8} is shown in Fig. 2. This plot permits one to estimate
the amount of averaging which can be obtained due to integration of a LGS image over a laser beacon
angular extent. Quantitative estimates require the tilt angular correlation scale, 0 , This parameter can

either be evaluated theoretically from Eq.(8) if the vertical profile Cf, (4 and outer scale of turbulence,
Z,, are known, or it can be measured by observing the image motion of the edge of the Moon {12}, or real

laser beacon.
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Figure 3. Tilt Angular Averaging Function

Spatial averaging technigue A
Spatial averaging technique where studied in {7}. This technique requires a linear array of M auxiliary
telescopes separated at the distance A; >> [}, ( see Fig. 2 ). The integrated tilt measured with the

1 N
telescope array isequal @y == Z(p p(£) . Variance of the integrated tilt, which is characterized by
£
the averaging function G is given by Eq.(6). As the separation A greatly exceeds the telescope
diameter, the tilts measured with auxiliary telescopes are uncorrelated, 844, / 2J,,) = 0. By taking into
account A £, Rj) =90 j» Where o ;7 is the Kronecker symbol, it can be shown the spatial averaging

function is given by

1
G=L. 9
5= ©)

The implication is that the tilt sensing error,G ,,,, decreases by increasing the number of telescopes, M

Thus, the use of an array of auxiliary telescopes permits us to measure tilt with a LGS more accurately.
More over, spatial averaging of a LGS image over the position of the auxiliary telescope in the array also
reduces the error caused by uncontrolled motion of an auxiliary telescope. This rms error is reduced by a

factor of J—]-V

Temporal averaging technique
Temporal averaging technique was also conceded in {7}. In the analysis of this technique the

fact was taken into account that temporal averaging affects not only the tilt component corresponding
to the down propagation path, @ ., but also the tilt component @ ,,( 9. This implies that the time

integration, on one hand, decreases the contribution of a down propagation path, on another hand, it
induces a tilt sensing error. The effectiveness of a temporal averaging technique is characterized by the

- 2 2 . . . . .
ratio X~ =0, /0. Here(')'l2 ; is the tilt sensing error under the conditions that the temporal averaging

technique is used, and © 12 is the tilt sensing error without the temporal averaging( 7= 0). In {7} it was
shown that for ordinary conditions and 77 Z,,= 0.1, where T is the integration time, and #,, is the tilt
temporal correlation scale for the main telescope, the above ratio is x = 0.82. Thus, temporal averaging of

3-7




a LGS image can be used along with spatial and angular averaging, to increase the accuracy of
measurement of a full aperture tilt.

¢

Strehl ratio estimation

The performance of AO systems is characterized by the Strehl ratio. This ratio for tilt error is give by
{9.10}

‘SR: 2 l ’ (9)
T O 2
+ I (=
2 A/

where G, is the one-axis, rms, tilt sensing error, A is the wavelength, and [ is the main telescope
1/2

diameter. The tilt sensing error rms is determined by the equation G, = (((p -Q NS)Z ) , where 0 is the
tilt measured with a LGS, and @ , is the full aperture tilt for a natural star measured with the main
telescope. The Strehl ratio given by Eq.9) is equal SAR=0.7 if the ratioos, /(A7 D is
o, /(A / D) = 0.3. Parameters of AO systems, which are needed to achieve the Strehl ratio S&= 0.7
for good (4 = 0.2.72 at 1=0.55 pm) and poor (4 = 0.07 2z at A=0.55 pm) seeing conditions were
estimated in {7}. For a site with good seeing conditions, such as Mauna Kea {11}, r, = 0.235 m, an
auxiliary telescope of diameter 2, = 0.3.72 was considered. For r, = 0.235 m, /[, =61, and
D = 0.3 172 the image jitter rms of the point sources estimated from Eq.(15) is {0, = 0.18 arcsec. The

ay
number of auxiliary telescopes, N, which are required to achieve the Strehl ratio SR = 0.7 for one-axis tilt

component for a 8 m telescope and A=2.2 pm for the above conditions is presented in Table 1.

Table 1. Number of Auxiliary Telescopes Needed to Achieve a Strehl Ratio of 0.7 for
One-axis Tilt Component with Sodium Beacon at the Site with Good Seeing Conditions

D=8m,A=22um, Dy, =03 m, SR=07

Or 6 mrad 3 mrad 1.5 mrad
N(T=0) 5 8 13
N(Th,,.=0.1) 3 5 10

We see that only from 3 to 5 auxiliary telescopes with FOV from 6 mrad to 3 mrad are needed to
achieve the Strehl ratio SR=0.7 for one -axis tilt component a 8 m telescope at Mauna Kea . For the
larger FOV, a smaller number of telescopes are required. To assess another wave front tilt component an
additional telescope array orthogonal to the first array should be used.

For poor seeing conditions, 4 = 0.07 2z, corresponding to the Starfire Optical Range at Kirtland Air
Force Base in Albuquerque, NM, an auxiliary telescope of diameter /2, = 0.2 zz with FOV 6,= 6 mrad

was considered. For a Rayleigh beacon (10kmz 2km) and FOV of 6,= 6 mrad, the separation between the
main telescope and the array of auxiliary telescopes is A=300 m. The estimated number of auxiliary
telescopes, N, needed to achieve the Strehl ratio SR=0.7 for one-axis tilt component and the above
conditions is given in Table 2. For a 1.5 m telescope, the estimates are obtained without using the temporal
averaging ( T = 0), whereas for a 3.5 m telescope, the temporal averaging is exploited.

It is seen that for a 1.5 m telescope and near IR waveband from 3 to 9 telescopes are needed to achieve the
Strehl ratio SR=0.7. At the same time, in the visible range, a much large number of telescopes are
required. This means that a tilt measurement scheme should be further improved. One more averaging
technique uses averaging of a LGS image over subaperture position within an auxiliary telescope.
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Table 2. Number of Auxiliary Telescopes Needed to Achieve Strehl Ratio of 0.7 of One-
axis Tilt Component with Rayleigh Beacon at the Site with Poor Seeing Conditions

0z = 6 mrad, Dy, = 0.2m, A=300m, SR=0.7

A [um] 2.2 1.25 0.55
N(D=15mT=0) 3 9 50
N(D=35m Th, =01 12 35 -

Multiple aperture averaging technique

Let us assume that an auxiliary telescope consists of multiple subapertures. If subaperture diameters D,
then the tilt angular correlation scale for a LGS image formed by each subaperture is determined by D,,,
providing effective averaging over the angular coordinate. At the same time, when LGS images are

averaged over multiple subapertures the jitter variance of a point source \(p PS) decreases If each auxiliary

telescope of diameter Ds consists of M subapertures of diameter D,,, where M= Dy’ “/D_’, than the LGS tilt
measured with each subaperture, @, can be averaged over multiple subaperrures within an auxiliary

auv !

telescope. The integrated tilt measured with auxiliary telescope is (p = E ¢ ,. In this case, the LGS

tilt integrated over angular, spatial, and temporal coordmates is gwen by

(5A57:MA=(PLA([)+ GRO‘B}\Z Ad@pp(e 0 K, D). (10)

where R, is the subaperture coordinate within an auxiliary telescope. Variance of the integrated LGS tilt
has the form

Gzﬂpz (‘PZ/’S>' G, Gy G- Gy, (11)

where G,,, is the averaging function due to averaging of the LGS image over subapertures within an
auxiliary telescope.
The number of auxiliary telescopes which are required to achieve the SR=0.7 for the same conditions as
Table 2 calculated in {7} are presented in Table 3. In this case, a multiple aperture averaging technique is
used. The auxiliary telescope diameter is Ds=0.5m, and the subaperture diameter is D,=0.2m. The
number of auxiliary telescopes decreases approximately by a factor of three if a multiple aperture
averaging technique is exploited. A similar reduction factor can also be obtained for the case of a sodium
beacon presented in Table. 1. Thus, only from 4 to 12 multiple aperture auxiliary telescopes are needed
to achieve SR = 0.7 for a 3.5 m telescope in near IR.

Table 3. Number of Auxiliary Telescopes Needed to Achieve Strehl Ratio of 0.7 with
Rayleigh Beacon and Multiple Aperture Averaging at a Site with Poor Seeing Conditions

Dy =0.5m, 6z =6 mrad, Dy, =0.2 m, A=300m, SR=0.7

A [um] 2.2 1.25 0.55
ND=15mT=0 1 3 18
N{D=35m Th,=0.1) 4 12 60

Thus, by using a combination of averaging techniques the SR=0.7 can be achieved for various seeing
conditions, wide range of telescope diameter, and wavelength, including a visible waveband.

Desien methodology for tilt measurement scheme
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Information needed for designing the tilt measurement scheme with a LGS can be obtained in two ways.
First, three basic parameters, r,, 6, and L, needed for the system design can be measured directly. The 7,
data are usually available at astronomical sites. The outer scale of turbulence, L, can be determined from
the dependence of the tilt variance on the telescope diameter {6}. The tilt angular correlation scale,8, , or
the tilt angular averaging function, G,, can be measured by observing the edge of the Moon {12}. By
knowing the above characteristics, one can estimate for a given main telescope diameter, D, wavelength,
%, auxiliary telescope diameter, D,, and FOV, 8,, the angular averaging function, G,, and the number of
auxiliary telescopes, N, which are needed to achieve the required Strehl ratio. If it is necessary, a complex
auxiliary telescope aperture consisting of multiple subapertures can be used.

A second way is to measure the tilt sensing error g, = (((p—(p Ns)z)”zby observing a real laser beacon

through a single aperture auxiliary telescope. The main telescope could be pointed at Polaris to eliminate
mechanical motion, and the LGS is observed through an auxiliary telescope with given diameter and
FOV. By measuring Polaris motion with the main telescope and LGS motion with the auxiliary telescope,
the tilt sensing error o, can be estimated. If the error, caused by focus anisoplanatism, o,,, is small, the

172 . . .
measured tilt error corresponds to ¢, = ((pi,s) -G, - By comparing the measured value g, with the ratio

D/, one can determine the number of auxiliary telescopes which are needed to achieve the required Strehl
ratio.

Experimental study of tilt angular anisoplanatism

The performance of the above method of sensing full aperture tilt can be evaluated if the tilt angular
correlation scale or tilt angular averaging function are known. Besides, to determine the optimum
diameter of an auxiliary telescope , the tilt angular correlation scale or tilt averaging function should be
known. However, these data are not available in the literature.

Thegoal of this experiment is to investigate the statistical properties of wave-front tilt angular correlation
and tilt averaging function for various telescope diameter. Typically, the dependence of wave-front
aberrations, which include tilt and higher-order wave-front components, on the direction of propagation of
an optical wave is referred to as anisoplanatism {13}. The traditional approach for measuring tilt
anisoplanatism uses binary stars at various angular separations {14,15}. However, bright binary stars with
the required angular separations may not always be visible at a particular site and time, making this
approach difficult to reliably implement.

A different approach, which avoids the above difficulty, is suggested in this paper. Rather than measuring
the motion of binary stars at fixed angular separations, the random angular motion of an image of the
moon’s edge is recorded. This approach offers several advantages. First, at any given site and time the
moon is more likely to be available than specific binary stars. Second, unlike binary stars, with a limited
range of discrete separations, moon edge observations provide a wide and continuous range of angular
distances. Third, the determination has been made that the moon’s brightness is sufficient to make
measurements with a high resolution CCD imaging system. This approach was employed in a recent
experiment conducted at the Starfire Optical Range (SOR).:

Because the Moon is an extended, incoherent source, light rays emitted from different portions of its
edge travel through different inhomogeneities, causing images of the moon’s edge to appear wavy. It is

reasonable to expect the waviness scale of the image to be related to the area of the sky over which phase
fluctuations are correlated, defined as the isoplanatic angle {13}, 8, This angle is given by

0, =(2912[ C(H 4" dy™", (12)
0
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where k=27/) is the wavenumber, and C,” is the refractive index structure characteristic. The isoplanatic
angle thus depends on wavelength, but not telescope diameter.

However, in {2} a different angular scale, known as the tilt angular correlation scale, appeared in the
analysis. This scale is independent of wavelength, but it depends on telescope diameter, D, and also
depends on the outer scale of turbulence. Further investigation {3.8} showed that the waviness scale of an
extended incoherent object is determined not by isoplanatic angle, but by the tilt angular correlation scale,
which has the form

6, =a(L,/D)D /h. (13)
Estimates show that the effective altitude of the turbulent atmosphere is b= 934 m for the HV ., model
corresponding to the SOR site and 4=6100 m for the CZ (A vertical profile corresponding to Mauna Kea

{11}. The values of a lateral (transverse to angular separation, 0 ) tilt angular correlation scale,0 ,, are

given in Table 1 in {3,8}. An additional goal of this study was to verify that the waviness scale of the
moon edge is determined by wave-front tilt correlation, but not by isoplanatic angle.

Experimental set up. data collection. and data processing procedures

In this study, an experimental setup similar to that used for the Polaris jitter observations {6} was used.
A diagram of the system is shown in Fig.4.

Data Frame with
Image of Moon Edge
| ] MAC
B / ,n, [ .il A —H CCD —
\J V . \ E - -
[ Ji
Aperture  K-Mirror LL 64x64 256 MRAM
Moon 1.5 m Telescope  Wheel Fast CCD Data Storage
at Pupil Camera Computer

Figure 4. Moon Edge Jitter Experimental Setup

A 1.5 m telescope with aperture masks providing additional effective apertures of 0.1, 0.2, 0.5, and
0.75 m was used. Moon edge images were recorded with a Lincoln Laboratory fast, low noise, high
resolution CCD camera (maximum 2 kHz frame rate, 10 photoelectrons/pixel/read noise, 64x64 array, and
27 pm pixel size). In observations performed in 1995 an angular pixel scale of 0.9 arcsec/pixel (58x58
arcsec FOV) was used. In this case, no control over image orientation was available, so the orientation of
moon edge images was arbitrary. In observations performed in 1996, a pixel scale of 0.66 arcsec/pixel
(42x42 arcsec FOV) was used. In this case, a small K-mirror was employed to orient the FOV such that
the moon edge was normal to the pixel rows, simplifying data post-processing.

Short exposure images of the moon were collected at a frame rate of 200 Hz (5 ms exposures) for

100 sec or 400 Hz ( 2.5 ms exposures) for 50 sec. 20,000 frames were collected per data run. Sets of five
data runs, one for each aperture, were collected sequentially. Neutral density filters were used to keep
transmitted flux approximately constant. In each run (1996 experiment) the image was aligned to place the
moon edge approximately near the 32™ (center) pixel in each row. In addition, for each data run, sky
background and dome flat frames were collected. On average, an entire data set, including five apertures,
backgrounds, and flats, was recorded in 30 min. The moon edge images were recorded during one night in
August of 1995, and during four nights in May, June, and August of 1996. The atmospheric coherence
diameter (r)), wind speed, and wind direction near the telescope were recorded as well. During the
observations, the coherence diameter was in the range 5-9 cm.
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The data were processed frame-by-frame in the following sequence. First, an average dark frame was
subtracted from each frame to reduce the non-uniform background response attributed to different
amplifiers in the CCD camera. Second, the pixels were combined, eight at a time, to simulate a large field
of view in the dimension parallel to the moon’s edge, reducing the effective number of rows from 64 to
eight. Third, each row of the frame was normalized by the mean of a 16-pixel sample taken from the
bright portion of the row. At this point, the dark portion of the row had its mean roughly equal to zero, and
the bright portion’s mean was close to unity. Fourth, the row was searched to find two pixels straddling the
0.5 threshold. Finally, the edge position was defined via linear interpolation between these pixels. This
procedure was repeated, producing a vector of 64 edge positions for each frame.

Once all frames were processed, there were N vectors of eight edge positions each. Each row’s edge
position was demeaned and normalized by the corresponding standard deviation, using temporal statistics.
Thus, each of the eight edge positions had a temporal mean of zero and unity standard deviation.

These demeaned and normalized edge positions were then used to compute the correlation coefficient as a
function of angular separation and the so-called ‘averaging function.” The correlation coefficient was
computed as the temporal mean of the product of the first row’s edge position with a row separated by a
fixed number of rows. Note that no normalization was required, since the row edge positions were already
normalized to a variance of unity. Also, the row separation was easily converted into angular separation via
the known camera plate scale. Finally, the averaging function was determined by first computing the
running mean of the edge positions and then estimating the variance of these means.

Waviness of the moon edge images

Two Moon edge images from a data set collected in 1995 are shown in Figures 5a. and 5b. Two images
recorded in 1996 are presented in Figures 6a and 6b. Note that in the earlier images, the moon edge is not
normal to the pixel rows.

(b)

Figures 5a and 5b. Moon edge images recorded with 0.1 m (a.) and 1.5 m (b.) aperture masks.
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Figures 6a and 6b. Moon edge images recorded with 0.1 m (a.) and 1.5 m (b.) aperture
masks. Bright line indicates edge position determined by the processing algorithm.

A noticeable waviness is apparent in the moon edge images recorded with the smallest aperture, for
which the waviness scale is smaller than the FOV. However, no such distortion appears in the image
recorded with the largest aperture because, in this case, the waviness scale is larger than the field of view,
and the magnitude of the waviness is reduced. As both images were recorded under the same seeing
conditions, it is clear that the waviness scale of the moon edge image does not depend on the isoplanatic
angle. The implication is that the concept of isoplanatic angle does not apply to tilt-related phenomena. It
is important to note here that uncontrolled telescope motion cannot be manifested as image waviness.

Dependence of tilt angular correlation and the tilt averaging function on telescope diameter

The tilt correlation coefficient and tilt averaging function for two data sets recorded on the same day in
1996 are shown in Figures 7a., 7b., 8a., and 8b. Both functions gradually decrease with increasing angular
separation, 6, but decrease much faster for smaller apertures. For example, the correlation coefficient
decreases only to 0.8 over 40 arcsec for the largest apertures (curves 1 and 2), whereas it decreases to 0.5-
0.6 for the smallest aperture (curves 5).
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(a) (b)
Figures 7a. and 7b. Tilt angular correlation coefficient (a) and tilt angular averaging function(b). Curves
1,2,3,4, and 5 correspond to D=0.1, 02., 0.5, 0.75, and 1.5 m , respectively.
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Figures 8a. and 8b. Tilt angular correlation coefficient (a) and tilt angular averaging function(b). Curves
1,2,3, and 5 correspond to D=0.1, 02, 0.5, and 1.5m, respectively.

By comparing the tilt correlation coefficients presented in Fig.7a with universal theoretical curve for
tilt correlation coefficient given in Fig.3 in Ref. 6, the tilt correlation scale, 6,, can be estimated. This scale
equal 6,= 54 arcsec for D=0.1m, 8,= 74 arcsec for D=0.2m , and 8,= 152 arcsec for D= 0.5m -1.5m. At
the same time, by comparing the measured tilt averaging functions. given in Fig.3b with the theoretical
prediction shown in Fig.2 in Ref. 9, it can be obtained that the tilt correlation scale is 6,= 38 arcsec for
D=0.1m, 8,= 43 arcsec for D= 0.2m, and 6, = 118 arcsec for D= 0.5m -1.5m. The inverse order of the
curves for the largest apertures in Figs. 3a. and 3b. is most likely due to atmospheric instability over the
period of data collection for the five apertures.

By performing similar analysis for the data presented in Figs. 8a, the following estimates for the tilt
correlation scale can be obtained: 8, = 70 arcsec for D=0.1m, 8,= 116 arcsec for D= 0.5m , and 6,= 175
arcsec for D=0.75m -1.5m. The estimates obtained from the tilt averaging functions given in Fig.4b are
8= 40 arcsec for D=0.1m, 6,= 88 arcsec for D=0.5m , and 8,= 116 arcsec for D=0.75m -1.5m. It is seen
that., the estimates obtained from the tilt correlation coefficient exceed that inferred from the tilt
averaging function. The estimates for 8, obtained from the tilt averaging function for two data sets are in
better agreement than that inferred from the tilt correlation coefficient. Because the tilt averaging
function, due to definition, characterizes the reduction in the tilt variance which can be obtained by
integrating the image over the FOV of the receiver, the estimates for 6, inferred from these data are more
suitable for estimating the performance of the LGS tilt measurement scheme {2,7}.

The estimates for the tilt angular correlation coefficient, on average, are somewhat less than that
predicted by the HV  turbulent model ( see Table.1 in {3,8}). In particular, for the largest aperture, D=1.5
m , the tilt correlation scale in the range 255- 323 arcsec was predicted, whereas the measured tilt
correlation scale for this aperture is ©, <152 arcsec. This indicates the presence of high altitude turbulence
which is not accounted for by this model. Finally, the obtained change of the waviness scale of the moon
edge image with variation of the telescope diameter provides clear evidence that the concept of isoplanatic
angle is not applicable to tilt-related phenomena.

Conclusions

A method for measuring full aperture tilt with a LGS is developed. The method uses a single
monochromatic LGS formed through the main telescope and two arrays of auxiliary telescopes separated
in orthogonal directions. Four averaging techniques are applied to a LGS image to reduce the contribution
of a down propagation path. A LGS image is averaged over the position of the auxiliary telescope in the
telescope array, over position of a subaperture within the auxiliary telescope, over FOV of the receiver, and
over time. It is shown that the use of a combination of four averaging techniques permits us to achieve the
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Strehl ratio equal to 0.7 for various seeing conditions, different telescope diameter, and wavelength,
including a visible waveband. A designing methodology for the tilt measurement scheme with a LGS is
discussed. An experimental verification of this method should be the next step in development of a tilt
retrieval technique with a LGS. An experimental study of the tilt angular correlation scale and the tilt
angular averaging function was also performed as a part of the project. A new approach of measuring tilt
angular anisoplanatism is exploited. This approach employs measurements of the random motion of the
portions of a moon edge image in the direction transverse to the image. This technique has several
advantages over the traditional method of using binary stars. They are the following: a) moon edge
observations provide a wide, continuous range of angular separations which permits us to measure tilt
averaging function directly; b) the moon is sufficiently bright to enable observations with a high resolution
CCD imaging system; c) at any given site and time the moon is more likely to be available for observations
than specific binary stars. In this experiment, the statistical properties of tilt angular correlation and the tilt
averaging function were studied. According to estimates based on the tilt averaging function, the tilt
angular correlation scale increases by increasing the telescope diameter from 40 arcsec to 118 arcsec. This
indicates that the concept of isoplanatic angle is not applicable to tilt-related phenomena. The data obtained
can be used for designing the tilt measurement scheme.
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SPINNING HOLLOW FIBERS FROM HIGH PERFORMANCE POLYMERS

Gajanan S. Bhat
Associate Professor-Textile Science

Abstract

Hollow fibers spun from synthetic polymers have been investigated for a long time,
especially for producing high-bulk, low density fabrics. Advantages of hollow fibers over solid
round fibers are improved thermal and acoustical properties, reduced pilling, special optical effects
and greater dielectric strength. Also, hollow fibers exhibit less fibrillation tendency under flexing
conditions. Such fibers produced from a high temperature resistant polymer have advantages in some
of the intended applications. A special set-up was built at the Phillips Laboratory of Edwards AFB,
CA to spin hollow fibers. Using that set-up, hollow fibers were spun from two grades of Ultem. The
same set-up was used to obtain thick coating of Ultem on copper wires. Influence of varying some
of the processing conditions on the fiber structure was analyzed. Feasibility of solution processing

of Ultem was also investigated.




SPINNING HOLLOW FIBERS FROM HIGH PERFORMANCE POLYMERS

Gajanan S. Bhat

BACKGROUND

Polyimide is a high temperature resistant polymer with excellent mechanical properties. Polyimide
fibers have excellent thermal and chemical stability and good mechanical properties as well [1, 2].
The very fact that they have good chemical stability means, they neither dissolve in simple solvents
nor melt, and this creates problem for fabrication of products. Copolyimides on the other hand have
better tractability and can be dissolved in less exotic solvents. Some of the copolyimides have been
tried for the production of fibers and other products due to the ease of fabrication. One such example
is the P84 fiber manufactured and marketed by Lenzing Co., Austria, from the 80/20 copolymer
produced by Dow Chemical Company [3]. However, even this fiber is partially crosslinked and thus
can be dissolved only in aprotic solvents. The polyimide/amide copolymer manufactured by Amoco
chemical company, although is claimed to be easily processable, on heat treatment becomes

crosslinked [4].

Polyetherimide Fibers

Polyetherimide (PEI) a resin introduced in 1982 by General Electric Company under the tradename
Ultem, is a copolymer with ether molecules between imide groups. The fully reacted polyimide with
the imide group being part of the linear polymer chain makes this polymer thermoplastic and easily
dissolvable. Being an amorphous thermoplastic polyimide, the Ultem resin combines the high
performance associated with exotic specialty polymers and the good processability of typical
engineering plastics [5]. In addition to high strength and modulus, and heat resistance, the polymer
has high dielectric strength, broad chemical resistance, transparency and good processability.

Another advantage is that this polymer dissolves readily in methylene chloride.

GE has been marketing this polymer mainly for aerospace, marine, automotive, dielectric and
electrical applications, where their longterm high temperature capabilities meet the stringent
requirements [6]. Polyimide films are used as electrical insulation for electric motors, magnet wires,
and aircraft and missile wiring. Because of their inherent flame resistance, polyimide films are also

used as fire barriers in aircraft and marine applications. Polyetherimide exhibits this exceptional
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balance of properties without sacrificing processability, providing a material capable of meeting the
difficult design requirements of many applications [7]. Many grades of this resin are available, each

suitable for certain applications. The lower viscosity materials of the available grades were used for

fiber spinning.

Although possibility of spinning fibers from Ultem [8] has been reported, it is not commercially
produced. It was demonstrated that Ultem can be extruded into fibers and filaments, and then can
be drawn and subsequently processed to textiles in conventional ways. The textile like properties
of these fibers enables it to be used in several applications including hot gas filtration and
thermoplastic composites. The major advantage of PEI fibers is their ability to retain tensile
properties at temperatures above 150 °C.. It was clearly demonstrated earlier that Ultem can be melt

spun into fibers of different diameters and can be further processed as well [9].

Hollow Fibers

Hollow Fibers spun from synthetic polymers have been investigated for a long time. The interest in
hollow fibers has been for producing high-bulk, low density fabrics. Other advantages of hollow
fibers over solid round fibers are improved thermal and acoustical properties, reduced pilling, special
optical effects and greater dielectric strength [10]. Also, hollow fibers exhibit less fibrillation
tendency under flexing conditions. Currently hollow fibers are not commercially produced since
other configurations such as the trilobal cross sections are being used for high-bulk textiles.
However, the hollow fiber spinning technology is used to develop hollow fiber membranes [11].
Hollow fibers offer several advantages over other membrane configurations as they give high
productivity per unit volume and in that membrane supports are not required, which makes the
fabrication of membrane devices much simpler. Some of the applications such as high temperature
insulation can benefit from using high temperature resistant hollow fibers. Hollow fibers have been

shown to have some specific advantages in composites applications as well.

Hollow fibers are produced by one of the three conventional fiber manufacturing methods, wet
spinning, dry spinning or melt spinning. In all the cases tubular cross sections are formed by
extruding the molten polymer or polymer solution through an annular die or spinneret. In the patent

literature the following three types of spinneret designs are described below with their schematics

shown in Figure 1.
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1. This annular spinneret has a solid pin supported in the center of the circular orifice. The potymer
is extruded through the annulus. In this type of design, a gas forming additive is incorporated in the
polymer melt. The gas fills the core of the fiber as it emerges from the annulus thus preventing the
collapse of the fiber before it solidifies.

2. Another spinneret design has a hollow needle or tube supported in the center of the orifice and
an inert gas or liquid is injected through the needle to maintain the tubular shape until the
solidification or coagulation of the fiber.

3. A third type of hollow fiber spinneret has a C-shaped orifice with the tips of the C overlapping.
The polymer solution or melt welds into a tube after extrusion through the C-shaped die. The gas
required to keep the fiber hollow is drawn in through the gap in the extruded fiber upstream from

the weld point [12].

There has been some interest in hollow carbon fibers as it was shown that hollow carbon fibers had
higher tensile strength and modulus than that of general solid carbon fibers, which offer some
advantages in composite design [13]. Composites formed from hollow fibers showed higher
anisotropy in thermal conductivity measurements compared to that formed from solid carbon fibers
[14]. When the above mentioned methods were used to produce pitch based carbon fibers each
method showed its advantages and disadvantages. It was not possible to produce uniform hollow
fibers using the annular die with an insert in the center. Since mesophase pitch solidifies
immediately as it comes out of the spinneret, it was observed that with C-shaped dies high melt
temperatures and high draw down rates had to be used. Alternatively, a new capillary design
consisting of three arc-shaped channels is also being investigated [15]. It is clear that capillary

design suitable for one type of polymer is not necessarily effective for another system.
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Figure 1. Schematics of Spinneret Types for Hollow Fiber Formation (a) Solid Pin Inside the Orifice
(b) Hollow Tube inside the Orifice and © C-Shaped Orifice.
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EXPERIMENTAL PROCEDURE

Materials .

For this work, Ultem 1000 series (Ultem 1000 and 1010), which is the low viscosity grade polymer,
was selected since fiber spinning demands much lower viscosity compared to typical molding
processes. The properties of the polymer, including its viscosity behavior have been reported earlier
[9]. For solution processing, Methylene Chloride was used as a solvent. For the production of hollow
carbon fibers, AR mesophase pitch was used. Ultem polymers were dried in an oven at 150 °C for

at least four hours before processing.

Melt Spinning Set-Up

A special melt spinning unit was built for conversion of Ultem and other melt spinnable resins into
fibers of required properties. Unlike many other thermoplastic polymers that are typically spun into
fibers, such as nylons, polyesters, and polyolefins, Ultem or other high performance materials
demand much higher processing temperatures. The system should be capable of withstanding higher
temperatures for prolonged periods of time. Also, for hollow fiber formation, special arrangements
have to be made as described above. For this reason possibility of processing the polymer through

the use of a solvent was also explored.

The spinneret design with a hole-inside-hole type of arrangement was used for this research. Figures
2 and 3 show the schematic of the melt spinning apparatus. The key component is the capillary
design which consists of a hole inside the hole. This arrangement allows the polymer melt or
solution to come out through the annulus and flow of a fluid through the inner capillary tom
maintain the hollowness of the fiber till it solidifies. There was also an arrangement to change the
position of the inner capillary with respect to the annulus. By simply turning the knob, it is possible
to have the capillary in-line with the annulus, projecting below or lagging behind, depending on what
is desired, In the studies reported here, capillary was extending below the annulus by one mm. Other
features include, spinneret, filter, the thermocouple and air/vacuum connection. The whole system

when fully assembled, sits in a temperature controllable heating jacket.
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RESULTS AND DISCUSSION

Melt Spinning of Ultem

Melt spinning of the polymer was done using a home-built spinning unit described in the previous
section. The important variables in spinning are, melt temperature, melt pressure, quenching
conditions and winding speed. In this study, melt temperature, melt pressure, and winding speed
were varied. There was no positive feeding of the melt and thus the flow rate could not be positively
controlled, but was determined by melt temperature and pressure. Quenching was done by ambient

air with no special air flow attachments.

Although fibers were collected, spinning was not without any problems. Obviously the temperature
of the melt to achieve flow through the spinneret was very high. It is because of the very high
viscosity of the polymer, as the resin was not made for fiber spinning, but for molding applications.
Another problem was that of air bubbles coming with the melt. To overcome this problem, in later
trials, vacuum was used during melting. This helped the flow of bubble free melt at least for the
initial period. It appears that as the polymer melts, in the presence of vacuum, the melt in the bottom
part of the pot is void free and in the upper part there are still air bubbles. However, for the amount

of material to be spun, use of vacuum served the purpose.

SEM pictures of the material as it comes out of the spinneret and the hollow fibers spun at different
wind-up speeds are shown in Figures 4 and 5. It is evident from the pictures that the fibers are fairly
circular and have a large hole and a small annulus. The annulus is so small that it becomes difficult
to handle the fibers as can be seen from figure 5 which shows the tip coming together and appearing
as though it is not circular. All these fibers were spun with a very low flow rate of air in the inner
capillary. Figures 6 and 7 show the effect of too high an air flow or not having any air in the
capillary. Even a slight increase in the air flow through the capillary results in splitting of the fiber
and providing no air leads to collapsing of the polymer without a visible hole in the fiber, at least
in the processing conditions investigated. The mechanical properties and exact dimensions such as

fiber diameter, hollow ratio need to be characterized.
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Figure 4. SEM Photograph of Hollow Fibers (immediately after extrusion).
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Figure 5. SEM Photograph of Hollow Fiber (wound at 360 ft/min).

4-11




illary.

the Cap

m

ir Flow

igher A

th H

ber spun Wi
4-12

i

Photograph of F

6

Figure




“1eku  56.3x T 178F 1154

Figure 7. SEM Photograph of Fiber spun Without Air Flow in the Capillary.
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Coating of Ultem

In addition to spinning hollow fibers, attempt was made to obtain a thick coating of Ultem on a
copper wire by extruding the polymer on to it. Although coating of wires is a common process in
the industry most of them are only a few microns thick. While thin coatings serve the purpose of
achieving some desired surface properties such as conductivity or protection, thick coatings modify
the bulk properties as well. To achieve thick coatings, instead of passing air through the inner
capillary, the copper wire was continuously run as the polymer was being extruded through the
annulus. Figure 8 shows a cross section of a coated wire. It is apparent that by choosing right

conditions, one can coat Ultem onto a substrate to required thickness.

Melt Spinning of Mesophase Pitch

Two attempts were made to spin fibers from a mesophase (AR) pitch. As the reported spinning
temperatures in the literature were in the range of 300-350 °C, initially heater was set to 340 <C.
Once the temperature approached 330 °C the molten polymer was coming out with bead formation
indicating the viscosity was very low. Then the temperature was reduced to 310 °C and a slight
pressure of 50 psi was applied. Even under slight pressure, the material was flowing down very
easily. Further lowering of the temperature did not help in achieving fiber formation as the material

was almost over and spinning had to be stopped.

In the next batch, pitch was loaded and the heater was set only to a temperature of 290 °C. Under this
condition when pressure was applied, there was flow of polymer with fiber formation, but the
solidified fiber was very brittle and breaking apart. It was not possible to wind those fibers. Even
fiber pieces collected were not easy to handle with. SEM pictures of the fiber formed from pitch are
shown in Figure 9. Although the fiber looks hollow it has a lot of porosity as well. It is important
to note that in this case fibers more than a few inches long could not be collected. Earlier studies
have clearly indicated that spinning of mesophase pitch is not easy as they have a very narrow
window of spinning conditions [13]. If the temperature is higher, they degrade and if lower, it is not
possible to extrude into fibers. The conditions of spinning also depend on the properties of the pitch

such as mesophase content and molecular weight. More work needs to be done to optimize the

conditions of spinning before successfully spinning hollow fibers from pitch.




Figure 8. SEM Photograph of Ultem Coated Wire.
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Figure 9. SEM Photographs of Melt Spun Pitch Fiber.
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Solution Processing of Ultem

Since Ultem has a very high glass transition and softening temperatures melt processing is not easy.
In addition to the difficulties in working with higher temperatures, there is also going to be
degradation of the polymer under those conditions. As an alternative, solution processing of the
polymer with methylene chloride as solvent was explored. The main interest being to find out
whether viscous solutions of Ultem with high concentration of the polymer can be formed, and then

is it possible to obtain thick coating on copper wires using such a solution.

Solutions were prepared with different concentrations of Ultem in methylene chloride. It was easy
to dissolve upto 20 per cent (w/w). When the concentration was increased, it took longer to dissolve
the material. In fact the mixture had to be left overnight or slightly warmed to increase the
dissolution rate. Although viscosity of the dope was not checked, concentrations above 40 per cent
formed thick dope which appeared to be suitable for extrusion through a capillary such as for
spinning into fibers. Up to 50 per cent Ultem could be dissolved in methylene chloride solvent
without much difficulty leading to formation of a viscous dope. Although fibers were not spun,
copper wire was continuously passed through the spinneret achieving thick coating. Figure 10 shows
the cross section of a wire coated from Ultem solution. As there was no attempt made to center the
wire through the capillary, coating was not concentric. However, the results showed that solution

processing is quite promising.

RECOMMENDATIONS FOR FUTURE WORK

Although hollow fibers were spun from Ultem they were not thoroughly characterized. Fiber
structure and properties need to be characterized by microscopy, thermal analysis and tensile testing.
Possibility of spinning fibers from the solution need to be investigated. It should be possible to dry
spin the fiber. However care needs to be taken in designing the system so that evaporated solvent
can be recovered. Another aspect which needs detailed investigation is the spinning of hollow fibers
from mesophase pitch. Rheology of pitch, especially its viscosity change with temperature needs to
be characterized so that the exact range of processing temperatures can be determined. Based on that

data fibers can be spun from pitch. After that forming hollow fibers should be much easier.
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Figure 10. SEM Photograph of a wire coated with Ultem from Solution.
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Abstract

Blackhole space is a parallel universe to the complex plane in which some problems can be

worked more easily and others with greater difficulty. The theorems of blackhole space are

presented here and their application to superposition in signal processing. Parallel programs exist

to any existing program, even some parallel machines.




BLACKHOLE ANALYSIS

1. BLACKHOLE ADDITION
Let S= {z=x+yj|x and y real, -x <y <=} or equivalently, after an appropriate
adjustment of the residue of y modulo 27, let § = {z = x +y (mod 2n)j | x and y real}, a
horizontal strip. Set Sg = S U {-o}.
Now let z=x, + yij and w = X, + y,j € Sp. Define a blackhole or B- multiplication on Sg,
denoted by @, as

z® w=(x1+xz) + [(y1 +y2) mod (2m)]j

provided both z and w are in S; otherwise, z® w = -

And if z = re®® then as usual define Log(z) = In|r| + [6 (mod 27)]j again after the
appropriate adjustment of the residue. Clearly

Log(zw) = Log (z) ® Log (w).

Now let z, w e Sg. We define an operation called blackhole addition or B-addition on
Ss, denoted by r, as

zrw=Log(e"+e").

If we define z -0 =z = z - oo for every z in Sp, then r is an operation on Sg.

And clearly

Log (z+w)=Log(z) r Log(w).
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2. THE FIELD (Sg, ©, )
It is an easy exercise to show that (Sg, @, ) is a field. But for the purpose of illustration
observe that the B-additive identity is -oo since
zr-o=Log(ef+e™)=z.
Also observe that if z € S, then its B-additive inverse is 7tj © z since
z r (jn ® z) =Log (¢ + &™)
= Log[e’(1 + )]
=Log(0)
=-00.
And certainly the B-additive inverse of -0 is -co . Therefore every element in Sg
has a B-additive inverse. Furthermore, B-division, denoted by 6, may be defined as
zOw=zO(nOw).
Furthermore, the distributive law of B-multiplication over B-addition can be established
with the following calculation:
foru,v, we Sp
u ® (v r w)=Log(e") ® Log(e" + ")
=Log[e"(e" + €")]
= Log(e"" + €"™)
= Log(e"®' + ¢"*%)
=udv)r WOw).
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Theorem 2.1 (C, -,+) =(Ss, &, f)-
Proof, Define ¢: C —» Sp by ¢(z) = Log(z) .
Then #(z122) = Log(z:122)
= Log(z;) ® Log(zz)
=d(z1) © §(z2) -
Furthermore, ¢(z1 + z2) = Log(z) + z2)
=Log(z1) r Log(z2)
=¢(z) r $(z2) -
If w € S, then its preimage under ¢, we S, is €” . And since the preimage of -oo is

0, ¢ is onto.

If ¢(z) = O, then Log(z) = -, or z = 0; so ¢ is one-to-one.

3. BLACKHOLE CALCULUS

Definition 3.1. The function f is said to be B-differentiable at x if the limit

lim pr {[fx ) rGrORN)] 0N}
denoted by (f)'s(x), exists.

Theorem 3.2 Suppose f is differentiable. Then f is B-differentiable and

(0's(x) = [Log(dy/dx)] & y 6 x.
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Proof. By definition (£)’s(X) = limy< { {flLog(e*+€")] r [ix ® fx)]} 6 h)
= Log [ lims, ((exp{f [Log(e* + €")]} - exp(fx))Y €")]
= Log ( limy»{f[Log(e* + e")Jexp{f [Log(e" + €)1}/(e" +€")}) (by

I'Hopital's Rule )

= Log [f(x)e™°*]

= {Log [f(x)]}) ®f(x)6x. O

Corollary 3.3 Let c and p be constants. Then
i (€)= -
ii. (px)'s(x) = Log(n) @ (v 6 1)x
iii. [Log(x)]’s = 6x
v (€D c)s =€
v. [Log(px)]'s = Log(p) 6 x
vi. [pLog(x)]'s = 0x @ Log(px"")
vii. ()'s = x* Ox & Log(px”")
viii. (sinx)'s = Log(cosx) @ sinx 0x
ix. (cosx)'s = Log( sinx) @ cosx 0 x
x. (0"s(x) = Log{f"(®) + [f®)] - [(%)} @fx) 62x.
Corollary 3.4. Let f(x) be a real valued function in some interval I. Then f{x) is increasing or

decreasing in I if and only if (f)'s is real or purely imaginary in 1.
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Theorem 3.4.5 Let f(x) be diffentiable. Then (f3)’s = (f)s.
Proof. By definition fa(x) = Log[f(€")] .
Then [fa(x)]'s = Log[e*f(e")/f(e")] ® Log[fe)]6x = x & Log[f(e")] 6 x
=[fx} . O

The isomorphism in Theorem 2.1 is a portal into a parallel universe where we find
Theorem 3.5. Suppose that both f and g are both B-differentiable. Then
i(c® P =[c@P] )
i.(f r@ds=0)sr ®%
iii. (@' =[fO®@%] r [8P D5/
To illustrate 3.5(iii) consider
Example 3.6. Let f{x) = px and g(x) = qx. Then
[£® (2)s] r[2® ()'s]= {px @ [(Loga ® (a6 x]} r {qx & [Logp & (p & )x]}

= Log{qelpx*‘(q-l)x] + pe[qx+(P-1)x]}
= Log{qe™® M 4 pelex @ @O1x)y

= Log(p®q) ® [(0D 6 1]x

= (fogs . O
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Definition 3.7 First set

rZai

i=1

= azrazr---r an

The blackhole definite integral from a to b is given by

limgar), » = <ri[(f( xi))s © (Ax); 1)

where (Ax)s = [b | (j= © a)] O n. and x; is in the ith subinterval.

For this limit we use the notation.

T([(f(x) ], ® (@d),]

Theorem 3.8. I’J [f(x) ], ® [(@x), ] = Log [I el™In ]

5-8




Proof. Set xo = a. Without loss of generality we may assume that (Ax) s =X; (% ® Xi1) =

Log[exp(xi) - exp(xi-1)] .

b
By definition T [ [f(x), & (dx), ]

== lim(Ar),—»w LOg [( eﬂxl)) (exl - exo) + ...+ (eﬂx.)) (ex. - ex,,”)]

= lim(A:)_, LOg [e/(xl)+x1 + + ef(xn)+xu + eﬂx:)*’xo + + eﬂxn)*'xnd]
7 -a0 L FEra—

Set Ax = (b - a)/n. After multiplying the last n terms of the argument by e/ ¢* and all terms by

Ax/Ax we have
T [[(f(9 )y © (@),]
= Log [ lim(ax) _,m(—e-A:--—I)] ® Log[j[eﬂ"“'dx] = Log jeﬂ"“"dx
f] (Ax eA:) ) )

b
= Log[ [ ™" ax]

a

by I'Hopital's Rule. [J
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In order to get a feel for indefinite blackhole integrals consider
Example 3.9. Recall that (Logx)’s=0 x .
[ (6 x)p ® (dx)s] = Log [Je’dx ]
=Log{x + €°}
= (Logx) r (c)
Example 3.10. Recall that (px)'s = Log(p) © (p 6 1)x.
rJ [Log(p) ® (p© 1)x] ® (dx)a ] = Log(fpe™dx)
= Log(e™ + ¢

=@x) r ().

Example 3.11. Recall that (¢)s = €".
r [€* @ (dx)s] = Log {/[exp(e*+ x)]dx}
= Log [exp(€") + €]

=) r@©.

Note 3.12. These examples indicate that

L[ [(f(x))s ® ()]

= [Fs (x)T c]

where Fp(x) is the B- antiderivative of f{x).




Other blackhole theorems are also immediate from Theorem 2.1 :

303() T [[(f(x))s ® (@)y] = -

5.03. () (T [[(f(x) )y ® @)y ]OT (T [[(f(x))s ® (@)p]) =

(T [ [(f(x) ) ® @)y ])

And clearly The blackhole version of the First Fundamental Theorem of Calculus is given by
b
3.03. (ii)) T [ [(f(x) )y @ (dx)y]

= [Fs®IT [(jm) ® Fs @]

To illustrate 3.13. (iii) consider

Example 3.14. Let f{x) = Log(p) @ (p 6 1)x . Then, as we have seen Fe(x) = (px) r (©).

Consequently,
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T [[(F(%) )5 ® (dt)y]

b
= Log ( I ol Los®) + -+ 51 ghye

= Log [ | pe™ dx ]
= Log(e® + & - e - ¢ ]
=[Fp(b)]T [(jn) + Fs(a)]

To argue the Second Fundamental Theorem of Blackhole Calculus let a

be in an interval over which f{x) is continuous. Then certainly

(d/dc)y (T [ [£(t), ® (dt),])

= (d/ds)y (Log [ | " Jdb)

e[ (x)+=l
= Log

X

® (Log [ [ e/™** dt] )6 x
J‘ M dt a

= f(x) ® xOx

= f(x) n
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Now observe that
Theorem 3.16 ([fftx.y)dydx)s = Log(lexp{[f(x)]s+x+y}dydy).

Proof. (Hf(x,y)dde)B = {I[If(x,y)dy]de}B
= (fLogUeXP{[fIX)]B +y}dy) dX)B
= (Loglexp(exp{[fx)] +yldy)dx)
= Log(ﬁexp{[f(’c)]B +x+y}dydx). O
Example 3.17. Clearly (Inx + cl)(lny + c2) = [f(dx dy)/xy .
But observe that we can obtain this result through blackhole analysis. First descend to obtain
flamy) @ @ o @) =liexe new) & @)

= Log{f exp(-x - y + x + y)dxdy)

=Log[(x + c)(x + &)

We now ascend to obtain

exp{Log[(Inx + ¢)iny + )]} = (nx+c)ny+c). O

4. BLACKHOLE DIFFERENTIAL EQUATIONS
To understand how to apply blackhole calculus to ordinary space consider

Example 4.1 Letdy/dx =y
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Solution. We now "descend" into the blackhole to obtain
(dy/dx)s = (s -

The left side can be calculated using Theorem 3.2 . The right term can be determined by

"e-ing" each variable and then "Logging" the resulting expression. So we have
Log(dy/dx) @ y6x=y (i),
or dy/dx = e* which implies
y=¢€" + In(c)

To "ascend" to ordinary space by "Logging" each variable and then "e-ing" the entire expression,
or  exp[Log(y)] = exp[e"**® + Log(c)] which gives

y=ce*. 0O
Example 4.2 dy/dx =-x/y .
Solution. We now descend to obtain

Log(dy/dx) ®y0x = (jn)®x0y ,or

Log(dy/dx) = (jx) © 2x 6 2y which implies

/2 + e¥2 =c¢ .

We now ascend to obtain
exp(x*/2 + y*/2) = €° which implies

X2+y/2 =c.

Example 4.3 dy/dx = (y/x){1 - [In(y))/[In(x)]} .
Solution. We descend to obtain

Log(dy/dx) @y 06 x = yBx @ Log[l - (y/x)], or
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dy/dx+y/x = 1.
whose solution is
y = x/2 + c/x.
We now ascend to obtain
y = exp{[In(x)/2] + [¢/In(x)]} , or
y = (¥x)e"™! | the solution.
Example 4.4. dy/dx = (y/x)(Iny/Inx)[1 - (Inx)(Iny)] .
Solution. We descend to
Log(dy/dx) ®y0 x = y0 x® Log[(y/x)(1 - xy)], or
dy/dx + (-1/x)y = (-1)y?
which is recognized at once as a Bernoulli differential equation whose solution is
y = [2x/(* +2¢)] .
We now ascend to obtain

y = exp{2Inx/[(Inx)? + 2c]} , the solution.

Example 4.5. d*y/dx* = (dy/dx)*y .

Solution. Descend to obtain

{Logly"+(¥)*-y]} ® y 6 2x = 2[Log(y) ® y 6 x] 8 y , or
= 0 , whose solution is

y =¢ + ce*.
We now ascend to obtain

y = c; exp(cx) , the solution.
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5. BLACKHOLE SIGNAL PROCESSING

All undefined and underdefined terms and symbols used in this section can be found in
chapter 5 of [1]. In fact on p. 481 of [1] we are given a definition of a superposition H, a
generalization of a system transformation, which must satisfy:

1. H[x;(n) O x»(n)] = H[x:1(n) ° x2(n)]

2. H[c: x(n)] =c % H[x(n)] .

, where [ is an input operation and ° is an output operation and where
: and ¥ represent scalar multiplication.

Now define H: C — Sg by H(z) = Log(2).

If we let i. O be +, ordinary addition in C,

ii. ° be, orsubadditionin Sg,
ili.  : be scalar multiplication in C,
and iv. ¥ be a scalar operation in Sg over C defined by
¢ ¥ H[x]=Log(c) ® H(x),
then we have a generalized superposition H (where H stands for homomorphism.)

But by p.482 of [1] we can show that this homomorphic system can be written as a
cascade of three systems provided that | is commutative and associative
and that we can prove
Theorem 5.1. The additive group Sg space under [ is a vector space over C with scalar
multiplication .

Proof. Let o, € C and v, w &€ Sg . We can now easily establish the four properties of a vector

space.
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i o (v w) =Log(a) & (v rw)
= [Log(o) ® v] r [Log(e) ® w]
=(a #v) (0% w).

Log(aa '+ B) ® v

i (® p) #* v

[Log(c) r Log()] © v
= [Log(e) ® v] r [Log(B) ®w]
—@#V) rBEwW .

iii. % (3% v) =Log(a) ® [Log(B) & v]
=Log(aB) @ v
= (af) * v .

iv. 1 % v =Log(l) ® v

=V .

Again using [1] p. 482, we know that since the system inputs constitute a vector space
of complex numbers under addition and ordinary scalar multiplication and that the homomorphic
system H outputs constitute a vector space under , the blackhole addition, and ¥ , the scalar

multiplication, all systems of this class can be represented as a cascade of three systems
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RS ‘\‘\“\\\\\‘\: ............

. ‘\\\,g .

= e

R

where the existence of D and L, a linear system, is guarenteed.

6. WHITEHOLE ANALYSIS

Set Sw = S U {+w} . We define an operation 4 on Sw by
zq w = Log{1/[(1/e’) + (1/e")]} if z, we S and +wo otherwise. It is now easy to show
Theorem 6.1. (C,+,) = (Sw, 7, &) .
Theorem 6.2. ('w(x) = fix) 6 x 6 Log[f(x)].
Corollary 6.3.
i Q'w = +
ii. x)'w =20
iii. (px)'w = (p61)x 6 Log(p)
iv. ()w =€ 6 2x
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-X

V. (€7)'w = -e
vi. [Log(px)]'v = [Log(x)] 6 x
vii. [pLog(x)]'w = [Log(xp)] 6x

sin(x) @ x @ Log[cos(x)]

viii. [sin(x)]'w

ix. [pLog(x)]'w = cos(x) 6 x @ Log[-sin(x)]
x. [f'lw =y 6020 Logl)’ - ¥' -¥"].
Theorem 6.4. [[fx)dx]w = OLog {0k dx]}.
Theorem 6.5. ()8 @ ()'w = 2(y 6 x).
7. BLACKHOLE PROGRAMMING
We know, by Theorem 2.1, that every operation and function
has a unique blackhole image. For example
1. fix) > Log[ReY)] 2. d%y/dx* —» {Log[(d’y/dx’) ® (dy/dx)’ © dy/dx]} ® y© 2x.
Consequently there exists a meta-blackhole algorithm which will accelerate any program

in which multiplication and exponentiation dominate addition and subtraction.
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IMAGE RECOVERY USING PHASE DIVERSITY

Neb Duric
Professor
Department of Physics and Astronomy
University of New Mexico

Abstract

The use of phase diversity to recover aberration—free images was the focal
point of the research carried out under the Summer Faculty Research Program.
Computer simulations were used to demonstrate that phase diversity can be
used to remove aberrations from an image and that the Gonsalves error metric
approach can be successfully implemented toward that goal. An experiment was
designed to utilize a phase diversity camera for imaging aberrated wavefronts.
It is proposed that such an experiment be carried out in order to determine
the effectiveness of the phase diversity technique under "real life"

conditions.




Image Recovery Using Phase Diversity

1 Introduction

The problem of imaging through the Earth’s atmosphere can be addressed
through a variety of well documented techniques. These techniques can be
divided into “active” and “passive” categories. In the former, the optical
elements of the imaging device (ie the camera) are adjusted in real time
in order to counter the effects of the atmosphere as it varies spatially and
temporally. In the latter case, no active components are used and the images
are recovered through post-detection image processing.

The active method has the advantage that recording of faint signals can
be achieved through integration of the signal on time scales much greater
than the atmospheric coherence time. The Starfire Optical Range houses
two active telescopes that operate this way. Stunning images approaching
the diffraction limit have been recorded at SRO and represent the state-of-
the art in active optics imaging through the Earth’s atmosphere. The only
drawback to this method is that it is technologically involved and therefore
expensive.

The passive methods have met with more limited success. Their pri-
mary drawback is that post-detection processing requires a large number of
pre-recorded images in order to time-resolve the coherence time of the atmo-
sphere. Each recording of the image is therefore accompanied by detector
noise. The combination of large numbers of image frames and noisy data
make post-processing both difficult and time-consuming. The quality of the
image cannot be assessed in real time. The major advantage, however, is that
post-processing is inherently much cheaper than the construction of active
optics and therefore presents greater availability to users.

The ideal passive technique, therefore, is one that minimizes the post-
processing time and the detector noise limitations. One method that poten-
tially bears such attributes is the Phase Diversity Technique. We report on
the work we have performed, under the summer faculty program, relating to
the phase diversity technique of image recovery. First, we describe the basic
theoretical elements of this technique in the following section. Simulations
we have performed are described in section 3. Section 4 describes an exper-
imental setup for testing the phase diversity technique. Section 5 describes
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future steps that need to be followed in order to recover images taken through
the Earth’s atmosphere.

2 Theoretical Basis of Phase Diversity

The Earth’s atmosphere acts as an aberrator in which the aberrations vary
spatially and temporally. For imaging objects at infinity one can consider
the atmosphere as disturbing a wavefront which is initially plane-parallel,
that is, surfaces of constant phases are planes oriented at right angles to
the direction of propagation. As the plane wave travels through the Earth’s
atmosphere, different parts of the wavefront undergo different amounts of
phase retardation resulting from the fact that different patches of the Earth’s
atmosphere have different indices of refraction. By the time the wavefront
reaches the ground-based detector it is no longer plane-parallel. It has an
overall tilt and the surfaces of constant phase are now corrugated. The
corrugations represent phase variations (aberrations) imposed by the earth’s
atmosphere. For a wavefront incident on a circular aperture such as the
aperture of a telescope, the aberrations can be expanded in a convenient
series of functions called “Zernike Polynomials”. Thus, any aberration can
be, in principle, characterized by an appropriate set of Zernike polynomials.
Any technique that can determine the coefficients of the Zernike polynomials
can yield a characterization of the aberration and therefore can “undo” the
aberration through an appropriate deconvolution.

The phase diversity technique takes advantage of the fact that the mor-
phology of an image located at an arbitrary location with respect to the
focal plane is a strong function of the aberrations that are present. Thus,
the appearance of a defocused image, relative to an in-focus image, depends
very much on the aberrations that the two images share. There are two basic
methods by which the comparison of the defocused and focused images can
be used to recover diffraction-limited images. We discuss them in ‘turn.

2.1 The Gonsalves Error Metric

The passage of the wavefront through the atmosphere and the optical system
of the instrument leads to distortions of the true wavefront and therefore the
image that is recorded by the instrument. The relationship between the
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true image (as would be obtained by a diffraction limited instrument in the
absence of the atmosphere) and the recorded image is given by:

I'(z,y) = I(z,y) > {(z,y) (1)
where, I'(z,y), is the recorded image, I(z,y) is the true, diffraction-limited
(aberration-free) image and ((z,y) is the point-spread function of the com-
plete optical system (atmosphere plus instrument). The point spread func-
tion is defined by the aberrations present in the optical system.

Taking the Fourier transform of both sides of equation 1 yields

(u,v) = I(u,v){(u, v)

where ¢ (u,v) is commonly referred to as the Optical Transfer Function or
OTF.

Consider now a second image that is produced by the same instrument
at the same time. This image is defocused with respect to the first. Thus,

I, v) = Ty(u, v)la(u,v). (2)

One can define an “error” as:

E = Z|I w,v) — I(u,v)¢(u,v)|? +Z|Id u,v) = Iy(u,v)Ca(u,v)*  (3)
where the summation is over the pixels of the digitized image. This error
arises from not knowing the exact form of the OTF, {(u,v). The goal, there-
fore, is to minimize E by choosing the appropriate OTF. The modeling of
the OTF is performed by:

(i)assuming ¢ (u,v) can be described by a series of Zernike polynomials,
(ii)satisfying the additional constraint that the defocused term of the error
equation must be simultaneously minimized.

Differentiating equation 3 with respect to I, setting to 0, solving for I
and plugging back into equation 3 yields,

p=¥ |, v)Caw, 0)* = Ty(w, 0)C(u, )P (4)
IC(u, )2 + [a(u, v)|?

Further minimization of the above error equation can be achieved by

choosing the appropriate OTF. The usual approach is to expand the OTF

in terms of Zernike Polynomials and by varying the polynomial coefficients,
minimize E. The method was first proposed by Gonsalves (1979, 1982).
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2.2 The Transport Method

This technique is based on a description of the transport of light through the
focal plane along the optical axis of the instrument (henceforth the z axis).
Let us consider the amplitude and phase of the wavefront.

V = Aeiwt — \/jeitseiwt (5)

where V is the instantaneous electric field, I is the intensity, w is the fre-
quency (we are assuming monochromatic radiation) and ¢ is that portion of
the phase of the signal that is produced by the aberrations.

The transport of the amplitude and phase along the z axis is normally
described with the Helmholtz equation. If we assume that the wavefront can
be described as a plane wave traveling in the z direction and if it’s amplitude
varies slowly with z, the transport equation simplifies to

d |V
where k is the wave number. Substituting equation 5 into equation 6 yields:
2r 0l - -
——— =V (IV$). 7).
Tol =9 (19) M

Equation 7 can be solved by numerical techniques such as the finite difference
method. In general, § is a function of z and y, coordinates that define a
plane perpendicular to the z axis. A solution of equation 7 for 6(z,y) can
be expressed in terms of Zernike polynomials and can therefore be used to
correct the aberrations represented by the OTF. This method is described
by Restaino (1992).

3 Simulations

To test the feasibility of the above ideas, we have performed numerical simu-
lations. The simulations were performed under the summer faculty program
during the summer of 1997. The Gonsalves error metric approach was imple-
mented numerically by modifying a code originally written by Gordon Love
(PL). A known image (the true image) was numerically convolved with a
point spread function simulated by a finite series of Zernike terms, yielding
the aberrated image.
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A defocused image was also generated by numerically smoothing the aber-
rated image by a fixed amount of defocus, yielding the defocused image. Fig-
ure 1 shows the true image, the aberrated image and the defocused aberrated
image, respectively.

The simulated images were manipulated in the IDL environment using
both in-house programs and IDL programs. A test image was recorded onto
a CCD camera by shining light through small apertures arranged in an ap-
proximate triplet pattern (figure la). This test image represents the “true”
image, I(z,y) introduced earlier. The image was degraded by numerically
applying a phase screen described by the first seven terms of the Zernike ex-
pansion (figure 1b), yielding I'(z,y). The defocused image, I}, was aberrated
the same way but with an additional defocus term of 1 wave (figure lc).

A program was applied to find the local minimum from equation 3. The
resulting relationship between I(u,v) and (u,v) is given by,

L roy
ICI? + 1Cal®
The above I represents the minimum error for a given OTF.

An initial guess of the OTF is used to begin the process of further min-
imization. This is achieved by setting the terms of the Zernike polynomial
expansion of ((u,v) and finding the resulting E. The method of steepest
descent was then used to find the combination of coefficients that yielded the
minimum FE. The resulting 5(u, v) represents the recovered OTF.

With the recovered OTF and recorded image, I'(z,y), in hand, the “true”
image, I(z,y) was recovered through a deconvolution (using equation 1).
The recovered image is shown in figure 1d. Note that the true image and the
recovered image are indistinguishable from each other.

The main purpose of the simulation was to demonstrate that phase diver-
sity works in principle. In recovering the image we have also demonstrated
the robustness of the image recovery software and shown it to be accurate.
What the simulation cannot tell us is how well this method works in practise.
Finite detector noise and the time-varying aberrations of the atmosphere are
two factors which cause deviations from the ideal case represented by the
simulations. We therefore put together a laboratory experiment to test the
feasibility of the phase diversity technique under “real-life” conditions.



(b) (d)

Figure 1: (a) The true image, taken before the introduction of aberrations.
(b) The same image after aberrations are imposed. (c) The same image as
(b) with defocus added. (d) The recovered image.
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4 Experimental Setup

In order to test the above ideas, we proposed to set up a phase diversity
camera and perform experiments aimed at recovering high-resolution images
(see figure below). The basic setup was conceived last summer as part of
the summer faculty research program but there was no time to carry out the
experiment. We are therefore applying for a SREP in order to complete the
experiment and to expand the scope of our phase diversity analysis. We begin
with a brief description of the experimental setup, followed by a discussion
of the specific steps needed to successfully complete an expanded analysis of
phase diversity.

A fg A
hd 77 \
Camera L2 Aberrator L1 Object

A system of lenses on an optical bench is used to focus images through the
entrance pupil of the phase diversity camera. The camera was constructed
by Lexitec Inc. A schematic of the camera is shown in figure 2.

In order to simulate astronomical observations, we use a re-imaging setup
whereby all focused images appear as if they are at infinity relative to the
camera. This is achieved by placing the object to be imaged at the focal point
of the collimating lens, L1. An aberrator, consisting of a transparent plastic
film is placed near the second converging lens, L2. In doing so we mimic the
atmosphere as being a relatively local aberrator relative to the distant source
of light such as a geostationary satellite or an astronomical object. With this
experimental setup we propose to initiate a stepped approach toward the
ultimate goal of recovering images of satellites and astronomical objects.
The individual steps toward that goal are outlined in the next section.
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Figure 2: A schematic diagram of the phase diversity camera used in the
experimental setup.
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5 Future Work

5.1 Stationary Aberrations

The first element of a future, expanded analysis will be the implementation of
the above experimental setup. The use of stationary aberrators will be used
to determine the effectiveness of the phase diversity technique in recovering
images of known morphology. This will be achieved through the experimental
setup shown above, where collimated light from a known image will be passed
through an aberrator before being focused onto the phase diversity camera.
The recorded focused and defocused images contain phase errors imposed
by the aberrator, which can be considered as a stationary phase screen. By
varying the light level of the received signal and by varying the spectrum of
aberrations the limitations of the phase diversity method can be explored.

5.2 Time Varying Aberrations

If, as the simulations suggest, the phase diversity technique proves successful
in removing static aberrations from an image, the next step is to introduce
time-varying aberrations into the imaging system to better replicate the tur-
bulent nature of the earth’s atmosphere. The atmosphere can also be thought
of as a phase screen but one which changes its character on time scales of
7o & 1 — 100 ms. The phase diversity technique is therefore expected to
work on images recorded over time scales shorter than the coherence time
of the atmosphere. Time varying aberrations can be produced in the lab by
using rotating pieces of aberrated glass or by generating turbulent motion of
air with a localized heat source. The ultimate success of the image recovery
will depend on two competing effects, the integration time, 7, used to record
the signal, and the coherence time, 7, of the aberrations. The former builds
up the signal to levels needed for the phase diversity technique to operate
optimally. The integration time is a critical parameter in observations of
faint sources such as earth-orbit satellites and distant astronomical objects.
Under those conditions, even observations with ideal noise-free detectors are
subject to photon-statistical noise (referred to as shot noise or Poisson noise).
Thus, it is desirable to use as large a 7 as possible, in situations where the
light level is low but at the same time, 7 < 79 is the necessary requirement for
optimal use of the phase diversity technique. For 7 3> 79, the phase diversity

6-11



technique fails. There is therefore a grey area, defined by 7 ~ 79, where
the phase diversity technique does not work optimally but may nevertheless
provide significant corrections to the aberrations. It is therefore necessary
to fully explore and document this regime because of its relevance to image
recovery at low light levels.

5.3 Comparison of Post-Processing Techniques

In order to test the post-processing element of the phase diversity technique
it is necessary to recover images using both the Gonsalves Error Metric ap-
proach (described in section 2.1) as well as the Transport approach (described
in section 2.2). By using the two techniques under identical experimental
conditions it is possible to compare them and determine their relative ro-
bustness.

5.4 Celestial Observations

Once the phase diversity technique is fully explored in the lab, observations
of celestial objects can be undertaken. At the low light levels afforded by such
objects it will be necessary to access a research-class astronomical telescope.
The PI has access to a 0.61 meter telescope at the Capilla Peak Observatory.
This observatory is operated by the University of New Mexico and is located
at a dark high-altitude site, 9300 feet above sea level. Our long-term goal 1s
to attach the phase diversity camera to the telescope and repeat the above
analyses, this time with the Earth’s atmosphere as the aberrator.
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THEORY OF PROTONS IN BURIED OXIDES

Arthur H. Edwards
Associate Professor
University of North Carolina at Charlotte

Department of Electrical Engineering

! Abstract

We have developed a model for electron capture at protons in a-5iO; under U-V illumination. The
electrons are excited from the valence band to the gap level of the proton. The previously observed
temperature dependence can result from competition between hydrogen motion away from the defect
site and radiative recombination that would leave the proton as it was. At low temperature we argue
that the latter dominates. At elevated temperatures, the system is vibrationally excited which leads
to greater probability of hydrogen motion. This model not only explains previous observations,
it predicts new results that can be readily tested experimentally. This model is buttressed by ab
initio molecular orbital calculations and by a finite element analysis of vibrational spectra. Using
the vibrational wave functions, we have completed a vibronic model for electron capture, including
calculation of vibrational probability factors. This model is a work in progress. In an accompanying

proposal we discuss our plans for completion of this work.




Theory of protons in buried oxides

Arthur H. Edwards

1 Introduction

Silicon on insulator (SOI) technologies have many important advantages, including large resistance
to single event upset [1], absence of latch-up [1] and potential for dramatic decrease in scale of devices
using current lithographic techniques [2]. SOI technologies include Separation by Implantation of
Oxygen (SIMOX) and bond and etch-back SOI (BESOI), with SIMOX currently showing the greater
promise. However, several studies have shown that all buried oxides have large densities of hole and
electron traps [3]. In some technologies, there is evidence for silicon islands. These can be reduced
by supplemental implants, but it is thought that very small silicon clusters (as small as two silicon
atoms— a dimer) are left, and these can trap charge. Recently, Vanheusden and Stesmans showed
that by annealing buried oxide structures in forming gas at elevated temperature and then cooling
rapidly, they could produce large quantities of positive charge in the buried oxide. [4] Vanheusden
et al. later showed that this charge was mobile: it could be moved back and forth across the oxide
and that it was not annihilated at either Si-SiO, interface [5]. Through deuterium studies they
have shown that the positive charge is associated with hydrogen [6]. For the balance of this section,
we will refer to this positive charge as protons, even though this name is not really precise. There
are several surprising features of this physical system that warrant study. First, the generation of
positive charge by simply annealing in forming gas is remarkable. Currently, the mechanism is not
understood. Second, the stability of the proton at the Si-SiO» interface is at apparent odds with
the prevailing model of long-term build-up of interface states [7], in which an electrons tunnel from
the silicon substrate and neutralize protons at room temperature. A third surprising observation
Is that electrons generated using 5.5 eV light are captured by protons through a temperature-
activated process. We chose to study the last phenomenon as it seems completely counterintuitive
for an attractive coulombic i.nteraction. Furthermore, understanding this mechanism should lead to

greater microscopic understanding of this technologically important defect.

2 Model for activated electron capture at protons

We show in Figs. 1 and 2 the principal results on electron capture [8]. The experiment consisted in

shining 5.5 eV light on an exposed SIMOX layer. That is, a SIMOX layer that had been annealed in
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Figure 1: Results of isothermal illumination Figure 2: Arrhenius plot of the normalized
of protonated buried oxides. After Ref. [8] initial rate of electron trapping at H¥ sites in

SiO, After Ref. [8]

forming gas was then exposed by removing the top layer of silicon. This system is then exposed to 5.5
eV light at fixed temperatures between 77K and 550 K. At the end of each isothermal illumination,
the sample temperature was allowed to equilibrate rapidly to room temperature, at which point a
mercury probe was used to measure a 1 MHz C-V curve. The hysteresis of this curve indicated
motion of mobile charge (the direction of motion as a function of bias indicates the sign of the
mobile charge). The magnitude of the shift is directly related to the areal density of the protons.
If the illumination occurs at 77 K then there is approximately no change in the number of mobile
protons, while at 295 K (room temperature) protons capture electrons at a rather modest rate. Fig.
2 shows that this process is thermally activated. With a limited data set, Vanheusden et al. obtained
an approximate activation energy of 0.26 V. This is a remarkable result considering that normal
coulombic capture cross sections are 10712, which would predict rapid, athermal electron capture.
We believe that this activation is the result of the method of generating the electrons. In the case of
annihilation of trapped holes by UV light, Devine argued that the electrons were excited out of the
5102 valence band [9]. If the same mechanism applies here, we suggest that the observed activation
arises because the optical activation energy (from the top of the SiO; valence band to the proton
defect state) is very close to the UV photon energy ( 5.5 eV). To understand this, consider F igs. 3

and 4. These figures are configuration coordinate (CC) diagrams and deserve a general discussion.




The Hamiltonian for a many atom system (either a molecule or a solid) can be written

Htot = Hel + Hlatt + Hel—latt (1)
where
Natoms hz ”
Hiae = oM, Vi (2)
a=1
Ne h2 Natoms 1 Natomse 62ZaZﬁ
Hey+ Hep_jarr = —V s (3)
e el-la Z—; 2m, g lRa - 7‘;, ;1 |[Ro — Rp]

Here, Greek subscripts refer to nuclear coordinates, Roman refer to electronic coordinates, n. is
the number of electrons, Ny;oms is the number of atoms, {R_:,,} is the set of all nuclear coordinates,
and {77} is the set of all electronic coordinates. It is customary to consider He; + Hei—iqz: to be the

electronic Hamiltonian, H,. The total system wave function is assumed to have the form

Vot ({73}, {Ea}) ({Ra} Jo({ri}: {Ra}) (4)

where y({ri}: {R.}) is the wave function describing the electronic system, and is an eigenstate of
H.
Hed ({73} {Ra}) = Bior({Ba ({73} : {Ra}). (5)

The colon indicates that the set of nuclear coordinates, { R}, is held fixed to calculate Y({Fi}: {Ra}).
Etot({é‘a}) is usually called the total energy of the system. This is only true in a semiclassical picture
where the electrons are treated quantum mechanically and the lattice is treated classically. In the
full Born-Oppenheimer theory, where the lattice is also treated quantum mechanically, X({Ea}) is
the wave function describing the nuclear or network motion and is an eigen state of of the following

Schrédinger equation

[Hlatt + Etot({Ra})]X({Ra}) uzbroch({Ra}) (6)

Now, Eyibronic is the true total energy. Note that E,ot({lfa}) now acts as a potential energy for

x({R.‘a}) To calculate dipole matrix elements, we must evaluate

< x| Flx sy >=< xilxy >< |y > (7)

so that the overlap of vibrational wave functions will be as important as the electronic matrix element
in determining the strength of an optical transition. This, of course, is the origin of Frank-Condon

transitions.

7-5



In applying B-O theory, one usually simplifies dramatically the potential surface considered. In
the problem at hand we consider only the motion of the central hydrogen. As we will show below, this
is a reasonable assumption for the current system. Furthermore, we consider only one vibrational
mode at a time allowing us to draw one-dimensional potential surfaces. The pertinent CC would be
the stretch mode along the central OH bond direction. When multiple potential surfaces appear on
the same CC diagram, we must be careful that each represents the system with the same number of
electrons. The bottom curve in both figures 3 and 4 corresponds to a full valence band, an empty
conduction band and a hole on the OH group. In short, the ground state of the system with one
proton. The top curve corresponds to a hole in the valence band, an electron in the conduction band
and a hole on the OH group. The vertical distance between the bottom and top curves must be the
Si0; band gap. The middle curve corresponds to a hole in the valence band, an empty conduction
band and a neutral OH group. Note that this is a repulsive potential curve. Thus, the bottom and
top curves will give rise to true vibrational states, while the center curve will give vibrational wave
functions that are free-particle-like. Furthermore, the energy spectrum along the center curve will

be continuous.

In the first case, shown in Fig. 3, the photon energy is just below the Frank-Condon transition
energy. At low temperatures, only the ground vibrational state is occupied, so the transition prob-
ability will be very small (small | < xilxs > |?). At elevated temperatures, the excited vibrational
states will be occupied. The most obvious effect is that the optical transition energy is smaller by
a vibrational quantum, hw. What may be more important is that excited vibrational states have
maxima closer to the classical turning points. This can alter transition probabilities by altering
< Xilxs > so that transitions to states lower and higher on the center potential surface are stronger.
Because of the slope of this potential surface, the small change in energy (AE = hw) for the initial
state can lead to a large decrease in energy of the final state, and hence to a larger change in the
net excitation energy. Thus an increase in temperature could, as Fig. 3 indicates, lead to optical

absorption and, hence to detachment, where none would be possible at low temperature.

. Another related possibility is shown in Fig. 4. The Frank-Condon transition energy may be
smaller than, but very close to, 5.5 eV. If an optical transition occurs in the ground vibronic state,
the Frank-Condon condition will hold, implying that the most probable value for @ is indicated by
the solid vertical arrow. In the excited state, at this point the kinetic energy of the hydrogen will
be nearly zero. Also, the most probable value for momentum will be zero. Thus, if dissociation
is to take place, the hydrogen must accelerate from nearly zero velocity. After optical absorption,
it will clearly spend a finite amount of time in the vicinity of the defect. If this residence time is

lIonger than the time scale for optical de-excitation, the hydrogen atom could lose its electron to
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E(V)

the valence band. In short, excitation could be followed rapidly enough by de-excitation so that
the proton would be stable. At elevated temperatures, again, excited vibrational states would be
occupied. Excitations from these states would again displace the most probable position of the
hydrogen atom away from the adiabatic equilibrium, toward the turning points. This could lead
to excitations as shown by the dashed vertical arrow in Fig. 4. At that point, the hydrogen atom
would have additional kinetic energy. This could decrease considerably the residence time and make

dissociation more probable relative to de-excitation.

We have so far offered only possibilities for a model. To make this model viable, we need to
perform a variety of calculations. First, we need reliable potential surfaces to calculate vibrational
energies and wave functions and, hence vibrational probability factors. We can also perform some
classical calculations to estimate the residence time for different initial values of kinetic energy.
Through calculating potential surfaces, we will obtain electronic wave functions and, hence, electronic
optical matrix elements. To obtain reliable excitation energies, we will have to include electron
correlation effects. It will turn out that straightforward configuration interaction will facilitate
calculation of optical matrix elements. We report our results in Sect. 5. We discuss the experimental

implications in Sect. 6. In Sect. 7 we discuss briefly our future plans.

140 | 140 F
120 F 120 |
100 F 100 ¢
80} g 80+
w
60 60 f
40 F 4.0 |
20 F 20 F
%0 1.0 20 30 %0 10 2.0 3.0
Q(Angs) Q(Angs)
Figure 3: Model for temperature activated Figure 4: Model for temperature activated
electron capture: Case 1. electron capture: Case 2.
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3 Previous Theory

Several groups have studied protons in SiO;. The earliest calculation was by Edwards et al. on the
cluster shown in Fig. 5 [10]. Using a 6-31G** basis and second order perturbative Configuration
Interaction (MP2), they performed a constrained optimization allowing the two silicon atoms and the
central OH group to search for a minimum energy configuration subject to Cy, symmetry. They also
calculated the binding energy, assuming that the reactants are the self-trapped hole and a neutral

hydrogen atom, to be 1.2 eV. The geometrical parameters are given in Table 1. Note that in the

Table 1: Equilibrium geometry from previous calculations
Rsi—0+(A) Ro.-m(A) ¢ Si-O*-Si(°)
Ref. [10] 1.81 0.96 137.0
Ref. [11] 1.617 0.941 174

Edwards calculation, there is a very large but highly localized network relaxation: the two silicon
atoms move 0.2 Aaway from the central OH group. The motion is roughly along the original Si-O
bond direction. Edwards et al. also calculated the changes in total charge for the proton compared
to the reference system- a neutral hydrogen atom and neutral Cluster I without the central hydrogen
atom. Only 0.6 e was removed from the hydrogen atom. Thus, the identification as a proton is

only approximate.

Ferreira and coworkers have also studied the same system using similar techniques and have
obtained similar, though not identical, results for the equilibrium geometry [11]. This is due in part
to a different basis, and in part to the method of optimization. In addition, they obtained potential
surfaces for the cluster in the neutral and positive charge states, which We show in Fig. 6. In the
positive charge state, the hydrogen atom (proton) seems to be much more strongly bound than the
1.2 eV prediction of Edwards. This is the result of requiring that the proton dissociate along the OH
stretch direction, thus retaining the symmetry of the system and forbidding a change in symmetry of
the electronic state. If a change of symmetry were allowed, the lowest energy state would correspond
to a self-trapped hole, and a neutral hydrogen atom. The result for the neutral charge state, that
the OH interaction was completely repulsive, is expected, and is at odds with the results of Edwards

and Germain based on MINDO/3 calculations.[12]

Finally, Yokozawa and Miyamoto have performed local density calculations on Ht H® and H-

in f-cristobalite [13]. Their results were in essential agreement with the results of Edwards et al.[10]

and of Ferreira et al. [11]
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Figure 5: Cluster used in Refs. [10] and [11] Figure 6: Potential surfaces obtained in Ref.

[11]
4 Methods of Calculation

We used GAMESS [14], an ab initio molecular orbital program with the capability to calculate total
energies, equilibrium geometries and Vibrational spectra in a variety of approximations. We applied
this program to clusters shown in Fig. 7. In all cases the optimizations were constrained by keeping
a set of the outer atoms fixed to simulate the reaction of the host solid. We used the following initial
values to build the cluster and, hence, the constraining atomic cage: Rsi_o = 1.61A, L 0-Si-0 =
109.47°, £ Si-O-Si = 144°. Note that clusters I and III have Coy symmetry, while cluster II has C;
(no) symmetry. In the former case, this places constraints on the dihedral angles we could use. In
the latter case, we used a range to simulate the amorphous environment. In most of the calculations,
we used the Stevens-Basch-Krauss (SBK) effective core potential (ECP) to reduce substantially the
number of electrons in the system [15]. For the valence atomic states we used the the basis associated
with the SBK ECP. It turns out to be a 3-1 split valence set. We placed additional d-functions on
all heavy atoms, and p-functions on the hydrogen atoms. We performed vibrational analyses in the
positive charge state on all clusters, although for the larger clusters these were limited to one or
two defect modes. For Cluster I, we used GAMESS to calculate the complete vibrational spectrum.
For the cluster II, we used both the harmonic approximation and a finite element code applied to

one-dimensional potential surfaces. In the latter case, we were able to evaluate the importance of



Figure 7: Clusters used in the current study

Table 2: Equilibrium Geometries for Clusters I, II, and III: SBK ECP and basis augmented with p-

and d- functions.

Rsi—o« Ro._g(A) £ Si-0*Si(°)

Cluster I 1.78 0.97 - 1381
Cluster I (MP2) 1.81 ., 0.98 138.4 t average value
Cluser II : 1.781 0.96 140.0
Cluster III 1.76 0.97 135.8

anharmonic effects. We used several levels of configuration interaction to obtain optical excitation

energies for the two smaller clusters.

S5 Calculated results

5.1 Equilibrium geometries

In Table 2, we show the equilibrium geometries in the neutral charge state of all three clusters using

the SBK ECP with the basis described in Sect. 4

For cluster II, the absence of symmetry means that the two Si-O* bonds need not be the same

length. We would expect this because the geometrical constraints are more rigid for the outer Si-O*
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Table 3: Changes in atomic charges for Clusters I, II, and III: SBK ECP and basis augmented with
p- and d- functions. The two values are for Mulliken and'(Lé')wdin) population analysis
AQH (e) AQ O*(e)
Cluster I 0.37 (0.30) 0.01 (0.11)
Cluser II 0.35(0.28) 0.0 (0.15)
Cluster III  0.38 (0.31) 0.0 (0.17)

Table 4: Vibrational spectrum for the proton in SiOy: Cluster I (all values in V)

Mode hw XH YH ZH
O-H stretch 0338 0.0 0.0 0.94
in-plane rock 0.107 092 0.0 0.0

out-of-plane rock 10.108 0.0 0.96 0.0

bond. In this case the difference is 0.4 A. Otherwise, the results are quite similar across clusters
and compare well with the previous results using the 6-31G** basis. We show the differences of
charge on each of the central atoms in Table 3. These differences were calculated by considering the

isolated clusters in the neutral charge states without the extra hydrogen atom.

Even though this is called a proton, the calculated charges show clearly that the charge is
delocalized significantly, In fact, the Léwdin population analysis indicates that the.oxygen atom
picks up more positive charge than the hydrogen atom. We should note, however, that charge
assignments are somewhat arbitrary, and should only be used for qualitative arguments. In Fig.
9 we show the potential surfaces we obtained for Ht and H® motion for clusters I and II. For all
potential surfaces, the cluster is rigid; only Ro.z is altered. Note that for the H¥ motion, the
asymptotic state is a proton and a neutral SioO7H7 cluster, rather than the correct hydrogen atom
and self-trapped hole. For our purposes, the calculation of the first three vibrational states, this will
probably make no difference. (see Sect. 7.) For Cluster I, this result is in reasonable quantitative
agreement with Ref. [11]. Our proton binding energy is actually larger by 3 eV. This is reduced
dramatically in the MP2 approximation, leading to a surface that is very close to that of Ferreira
et al. Furthermore, the surfaces for clusters I and II are almost identical. We obtain a better
appreciation of this similarity from the vibrational analysis. In Table 4 we show the frequencies
of the three principle proton vibrational modes involving the central hydrogen atom for cluster I.
Because these were obtained from a full Hessian calculation, we obtained the components of the
normal modes as well. These are also given in Table 4. Note the large components on the central

hydrogen atom, justifying our claim that these are the principle proton modes. The most important
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feature is that the out-of-plane O-H rock motion is a transition state for this cluster. That is to say,
the Cz, minimum was really an unstable equilibrium. We have performed an optimization with no

constraints and found the equilibrium configuration shown in Fig. 8. This is fundamentally different

Figure 8: True minimum energy configuration for Cluster I

from the situation shown in Fig.5. For the true equilibrium, the positive charge is primarily on
the silicon atom. We have spent considerable effort verifying that this result is spurious. The best
evidence comes from the calculations for Cluster II. Even though this cluster has C; symmetry, and
the Si-O bondlengths are not equal, the electronic structure and geometry are qualitatively similar
to the cases that include C,, constraints. That is, the charge distribution is similar to the other two
cases, there is no large silicon relaxation, and the proton lies in the Si-O-Si plane. Furthermore, we
have calculated the out-of-plane rocking mode in the harmonic approximation for cluster II. While
the frequency is small, it is real. (See Sect. 5.2) Thus, at the moment, we have fair confidence that

the real equilibrium geometry for cluster I is spurious. However, full Hessian calculations under way

will be definitive.

5.2 Vibrational analysis

In Table 5 we show the central OH stretching mode frequencies for cluster II in two different ap-
proximations. Case I is a parabolic fit to the potential surface for cluster II shown in Fig. 9. Case
Il is a complete finite element analysis of the same one-dimensional potential surface. In this case

we used 400 linear elements, obtaining a precision of 0.1%. The vibational frequencies are in good
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Table 5: Vibrational spectrum for the proton in SiO,: all values in eV

Cluster/aproximation O-H stretch  in-plane rock  out-of-plane rock
Cluster I/harmonic 0.338 0.107 0.108 i
Cluster II/harmonic 0.34 — 0.02
Cluser II/finite element (n=1 0.34 — —

n=2 0.31 —_— —

agreement, indicating that the harmonic approximation is reasonable, although there is an observ-
able anharmonicity. Also in this mode, the smaller and larger clusters give almost identical results.

Note that the other two rocking frequencies are given in Table 5 for Cluster II in the harmonic

30.0 T T T T
— Cluster I
=—-— Cluster I
20.0 + J
s
&
m
100 F J
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0.0 1.0 2.0 3.0 4.0 5.0
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Figure 9: Potential surfaces for hydrogen motion along the OH direction

approximation. As mentioned above, the out-of-plane frequency is very small while the in-plane

mode is intermediate.

To complete even a qualitative analysis of this problem, we need approximate excited vibrational
states to calculate the appropriate vibrational overlaps. As we will discuss in Sect. 5.3, we only
have single point estimates for the optical excitation energies. Here, we use a one-dimensional OH
stretching mode potential surface from the neutral charge state of cluster II. Clearly, the over all
shape will be very similar, so that the eigenfunctions will also be similar. It will be clear that the
qualitative conclusions we draw will be independent of details. Because the curve is dissociative, we

were required to use an infinite wall boundary condition at a large but arbitrary value of Q.
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Having obtained these states, we performed the necessary overlap calculations, and show in Fig.
10 | < xilxs > |?, the so-called Huang-Rhys factor (16], as a function of E; for x; corresponding

to the ground and first excited vibrational states. The results are illuminating. For the ground

0.08 T T T T T T T T T

Ground State
— = - First Excited State

0.06 |

Huang-Rhys factor
(=]
®

0.00 L 1
0.0 0.2 0.4

Energy (eV)

Figure 10: Huang-Rhys factors for transitions from the ground and fist excited vibrational states of

the Potential surfaces shown in Fig. 9

vibrational state, there is a single peak centered around the Frank-Condon transition, as expected.
In the first excited state, there is a high and a low energy peak. To appreciate the significance of
these two peaks, we show in Figs. 11 and 12 the initial and final vibrational states that give rise
to them. We see that the overlap responsible for the low energy peak is with the first peak of the
excited state, while for the high energy peak, the overlap is with the first two lobes. Here we have
the two cases alluded to in Sect. 2. Recall that the photon energy required to reach the maximum
probability transitions will be reduced by one vibrational quantum (in this case 0.34 eV). We see,
then, that roughly the same energy photon will reach the high energy peak from the first excited
vibrational initial state as will reach the Frank-Condon transition from the ground vibrational state.
The difference is that in first excited vibrational state there will be higher probability of having a
larger initial kinetic energy because the wave function of the initial state has larger spatial extent.
We have been using a fairly classical picture of kinetic energy— the difference between the potential
and total energies. We can also speak of dynamics in a classical picture. We can imagine starting
the hydrogen at a given position with a given initial enefgy. We can then solve Newton’s equations

to follow time evolution of the position of the hydrogen atom. We have done this for a for Frank-
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Condon-like transitions where we assume zero initial kinetic energy. Using the peak energies from
Fig. 10 we found that starting the hydrogen atom at the classical turning point associated with the

higher energy excited state peak decreased the residence time by a factor of 2. .

Our model predicts an activation energy of 0.34 eV, the first vibrational excitation. This is in

fair agreement with the estimate given in Ref. [8]. Absent from this model is any mention of the
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Figure 11: First excited state wave function Figure 12: First excited state wave function
and continuum wave function corresponding and continuum wave function corresponding

to low energy peak in fig. 10 to high energy peak in fig. 10

rocking modes. Clearly, they will be occupied more readily and should be considered in a more

detailed study. The difficulty is that we expect large amplitude vibrations that preclude the simple

decoupled picture outlined here.

5.3 Optical Excitation

Optical excitation energies are consistently difficult to estimate accurately. We have performed
excited state calculations for all of the clusters in a variety of approximations. We are again, looking

for reasonable quantitative agreement. In Table 6 we summarize our current results.

Here, CIS 1 (2) is Configuration Interaction (CI) with all single excitations out of nine (one)
initially doubly occupied state into a set of five (18) empty virtual states. These are actually the

first and last in a series of CIS calculations in which we varied the number of initially doubly occupied

7-15



Table 6: Optical excitation energies for clusters I and II.

Cluster: Approximation AE,p; (eV)

Cluster I: Triplet 12.06
Cluster I: CIS 1 13.16
Cluster I: CIS 2 12.57
Cluster II: Triplet 6.9

Cluster II: CIS 9.45
Cluster II: CISD 8.79

states and the number of available virtual states. Even in the case with many DOC'’s only the highest
occupied molecular orbital (HOMO) had important contributions to the first excited state. On the
other hand, eighteen virtual states led to a converged excited state energy. CISD is CI with all single
and double excitations out of two DOC’s and into eighteen virtual orbitals. All of these energies are
significantly higher than the experimental value for iw 5.5 eV. There are two possible conclusions.
First, we could assume that this speaks strongly against the model. Second, we could assume that
the methods are too inaccurate We note several obvious sources of error in this set of calculations.
First, We are using a cluster to represent a solid. Several groups have shown that clusters can lead
to excellent predictions of properties that are truly local to the defect [17,18,19]. These include
lattice relaxations, spin densities, defect vibrational spectra, even transition energies. Furthermore,
we would expect optical spectra to be fairly well represented if the initial and final states are strongly
localized. However, for transitions involving nominally delocalized states, we might expect that the
accuracy would be diminished. We should point out that there are calculations in the literature that
obtain remarkably good band structure using clusters for both insulators [20] and semiconductors
[21]. Second, there are questions about the quality of our basis set, and of the method of CI.
Pacchioni et al. have presented a variety of optical energies for defects in SiO; that agree well with
experiment [20,22]. Clearly these problems may be coupled. We intend to study this problem using

the new periodic boundary condition code under development.

6 Discussion and Experimental Predictions

To summarize, we have investigated most of the important facets of the model presented in Sect.
2. The most compelling results are the harmonic analysis. They demonstrate that if the excitation
energy is close to the photon energy, vibrational excitation can alter significantly the probability of

hydrogen release. The results are fairly general. All dissociative curves have the same shape. Thus
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the effects will differ quantitatively but not qualitatively. This quantitative difference could, of course
be so large as to preclude practical observation of temperature activated capture. If, for example
the ground state minimum were coincident with the flat section of the dissociative curve, then
promotion to an excited vibrational state could have very little effect because there would be no state
close to the excitation energy with significant vibrational overlap. We have performed deuterium
studies with inconclusive results. We would predict small increases in activation energies, but no
dramatic effects. However, we can make several experimental predictions that can be investigated -
immediately. First, any technique for introducing electrons into the SiO2 conduction band should
lead to proton annihilation at any temperature. A straightforward experiment would be avalanche
electron injection. Second, we recommend a spectroscopic study of the excitation energy, as this
could delineate between the kinetic and the energetic mechanism. If the photon energy is close to,
but smaller than, the Frank-Condon transition energy,Er_c, an increase in fiw could well lead to
an increase in low temperature proton annihilation. However, if the kinetic argument holds, and
hw = Ep_c, then increasing hw could have a variety of effects. One should be able to map the

vibrational probability as a function of energy for the excited vibrational state.

7 Future extensions

In Sect. 1, we outlined several interesting problems in the protonated buried oxide system. We have
reported here the progress made on one of them. Our future plans can be segregated into plans for

completing the analysis of this model, and plans to study other interesting problems.

7.1 Electron capture: future studies

We have put forward and studied a model for electron capture under 5.5 eV light that relies on
knowing both the vibrational spectrum and wave functions and the electronic spectrum to within
0.5 eV.We have finished the vibrational analysis for the case of an accurate positive charge state
potential, and a model excited state potential— that for the neutral charge state. We plan to
complete a careful study of the excited state going beyond the standard CI method to include multi-
configuration SCF (MCSCF) calculations with a variety of sets of basis functions. To date, the best
optical calculations from clusters are from Pacchioni and coworkers [20,22]. This group has used
multi-reference singles and doubles CI (MRDCI). Part of our work will be to assess the need for
such methods by repeating some of the Pacchioni calculations with MCSCF. When we are satisfied :

that we understand the calculational requirements for this system, we will obtain a complete excited
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state potential surface. This, of course will be crucial for testing the model theoretically. If we
obtain reliable excitation energies that disagree with the experimental values, we will be forced to
abandon the cluster model. If the calculated energies are close to the experimental values, then we
plan a careful calculation of the electronic part of the optical transition probability using the results
from the CI calculations. We will be especially interested in the effect of hydrogen motion on the

electronic transition strength. It may turn out that rocking motion will be especially important.

Another, possibly important, piece of this study will be the effect of local strain on the calculated
potential surfaces. For many years Revesz has contended that local compressive strain should lead

to higher reactivity. We will study clusters that have built in strain.

All of the work involving finite clusters should be finished over the five months. At the same
time, we will be developing our periodic boundary condition-code to eliminate the effects of cluster
termination. When this is available, we will use it on an a-quartz model of the proton problem.

These calculations should lead to some definitive statements about the utility of our model.

7.2 Other proton-related problems

There are three very interesting and related problems we would like to pursue. We would like
to understand the mechanism that transforms molecular hydrogen to protons in buried oxides.
Specifically, we would like to study the possible cracking sites that would lead from Hs to either
HO or directly to the proton species. In the SERP, I will outline in detail, our ideas for these
calculations. We also want to understand why this positively charged species is so stable. We are
especially interested in why, in buried oxides, the proton does not acquire an electron from the
substrate. Again, in the SERP, I will outline in detail our plans. Finally, Vanhuesden has shown
recently that the formation of protons is very sensitive to the rate of cooling after the 600° anneal
in forming gas. This last observation may well tie together the previous two questions. That is, the

physics of proton formation and of proton stability will dictate the rate of annihilation as a function

of cooling rate.
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MODELING THE MAGNETOSPHERIC MAGNETIC FIELD

Gary M. Erickson
Research Assistant Professor
Center for Space Physics
Boston University

Abstract

Following the formalism developed by Heinemann and collegues, development of a nu-
merical method for obtaining the three-dimensional, equilibrium, magnetospheric magnetic
field has begun. Expressing the distributed currents of the magnetospheric plasma in terms
of an effective magnetization M,s;, the magnetic scalar potential 1 is found as a solution
of Poisson’s equation. The magnetic field is B = p, (—V% + M.ss) in MKS units, just as
in an ordinary diamagnetic material. In this first stage of development, numerical solutions
have been found in a closed rectangular geometry, with symmetry about the equatorial and
noon-midnight meridian planes, and isotropic pressure with an assumed distribution in the

equatorial plane.
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MODELING THE MAGNETOSPHERIC MAGNETIC FIELD

Gary M. Erickson

Motivation

In support of spacecraft operations the Air Force has a long-term commitment to understand
the near-Earth space environment. Energetic particles, both those trapped and energized
within the magnetosphere and those arriving from the sun, have deleterious efects on space
operations. Electron precipitation and Joule heating increases ionospheric densities and tem-
peratures, which can interfere with radar, communications, and can result in increased drag
on low-altitude spacecraft. Understanding the coupling between the solar wind, magneto-
sphere, and ionosphere is crucial if the time evolution of the near-Earth natural environment

is to be specified or predicted.

There are two basic, complementary approaches to physics-based modeling of the near-Earth
space environment: global MHD and regional-modular. Global MHD is very good at obtain-
ing the global topology resulting from the flow of solar wind past Earth’s magnetosphere.
It can follow highly time-dependent (including shock propagation) evolution of the magne-
tosphere, whereas a regional-modular approach does not. However, MHD does not resolve
boundary layers, the codes are diffusive, and simulations will wander rapidly away from
reality during a simulation. Tuning is a difficult problem and data assimilation may be an

unsolvable problem for MHD models.

For space weather operations the advantages of a regional-modular approach are in com-
putational speed at higher spatial resolution, the ability to fine-tune the model to specific
conditions, and, especially, data assimilation. For basic research the regional-modular ap-
proach complements global MHD by permitting higher resolution, incorporation of realistic

boundary layers, and control of parameters external to the issue of investigation.

The central criticism of the regional-modular approach has concerned the “spine” or com-
putational backbone; specifically, how does one get the various, often disparate, regional

models to talk to each other? Heinemann and collegues [Heinemann and Pontius, 1990,
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1991; Heinemann et al., 1994; Heinemann and Erickson, 1997] have derived expressions
for the “effective magnetization” of the magnetospheric plasma, permitting solution for the
global magnetospheric magnetic field from Ampere’s law using the magnetic scalar potential.
Using this formulation, cross-module communication within the regional-modular approach
is greatly simplified. The difficulty is that the effective magnetization depends explicitly on
the magnetic field. An iterative, numerical approach is required to find the magnetospheric

magnetic field and currents.

Development of a numerical method, based on the “effective magnetization” formulation, to
obtain the three-dimensional, equilibrium, magnetospheric magnetic field has begun. In this
first phase of development, solutions have been obtained in a rectangular, magnetospheric
geometry. Vacuum solutions were obtained for various strengths of the normal component
of the magnetic field through the tailward boundary of the modeling region. For non-zero
normal component, these solutions contain a magnetic neutral line within the magnetotail.
Non-vacuum solutions were obtained for zero normal component. Solutions were obtained
with isotropic plasma pressures up to about one-quarter of that in Earth’s magnetotail. To
proceed toward more realistic magnetospheric solutions, in the next phase of development
the rectangular geometry must be abandoned for a more realistic magnetopause shape, and
the tailward boundary condition must be constructed with finite plasma pressure and normal

magnetic field component.

Methodology

For illustration of the “effective magnetization” formulation assume isotropic pressure and
neglect inertial currents. The magnetic configuration at any instant will be in quasi-static

equilibrium. In MKS units the magnetic field B, plasma pressure P, and plasma current J

are related by
JxB=VP (1)

where
V xB=pJ (2)
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and

V.B=0 (3)

The procedure is to solve for J in (1) in terms of B. The solution for (1) is just Vasyliunas’

[1970] formula (see Heinemann and Pontius [1990])

J(x):V[/x%] x VP (4)

The integral is performed along B from the equator to x. The equatorial properties are
determined from advection of the plasma. Since J is divergence free, (4) can be written as

a curl of an effective magnetization M.y
J=VxM, I3 (5)
where in the present case
x ds
M.y(x)=-PV [ 2 (6)

and in analogy with ordinary diamagnetic media
B = po (—V¥ + Meyy) (7

where 1 = ins + ¥ar; Yine is the magnetic scalar potential given by the multipole represen-
tation of the IGRF [Barker et al., 1986]; and 3 is the contribution from the distributed

(plasma) currents. Taking the divergence of (7), 7 satisfies
Viy =V - Megs (8)

noting that V24;,; = 0 away from Earth’s center.

Tterating between (6) and (8) yields the solution for B, given by (7), consistent with the
plasma currents, i.e., satisfying force balance. This illustrates the general approach we take
to computing magnetic field configurations consistent with the plasma currents. The source
terms (4)-(6) have been generalized for anisotropic pressure [Heinemann and Pontius, 1991],

inclusion of steady-state inertial currents [ Heinemann et al., 1994], and finite-Larmour-radius
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effects [Heinemann and Erickson, 1997]. Techniques are also provided for generalization to
treat currents on open field lines. These generalizations permit modeling of the entire, open

magnetospheric configuration, including its boundary layers.

Boundary conditions on (8) are given at the magnetopause and at a mid-tail cross-section.
Boundary conditions along the magnetopause can be specified using the technique of Toffo-
letto and Hill [1993]. The plasma distribution within the magnetopause and tail boundary is
self-consistently derived using an M-I coupled convection code such as the Rice Convection
Model [e.g., Erickson et al., 1991]. Following the techniques of Onsager et al. [1993] to ob-
tain plasma distributions and Heinemann and Erickson [1997] to compute current associated
with the plasma-sheet boundary layer, a convection model can be extended into the far tail.

In principle, plasma transport can be modeled throughout the magnetosphere, including the

boundary layers.

Describing plasma currents in terms of the plasma magnetization and solving directly for the
magnetic scalar potential has several advantages over other methods. Lagrangian methods,
such as developed for the fusion community and recently adapted for magnetospheric appli-
cations [Cheng, 1995], require specification of a flux surfaces as boundary conditions. Such
specification is not possible when modeling the open magnetosphere. The “effective magne-
tization” approach includes field-aligned currents self-consistently. Eqns. (4)-(6), and thus
(8), contain the current perpendicular and parallel to B. Other methods, based on solution
of the momentum equation (1), know only of the perpendicular current. Finally, non-MHD

effects, such as finite-Larmour-radius effects [Heinemann and Erickson, 1997] can be incor-

porated into this formulation.

Numerical Approach
An alternating-directions-implicit (ADI) [e.g., Varga, 1959] is used to solve (8) for given

V - Ms#(B). M.s4(B) is then recomputed, and (8) is solved again. This loop repeats until

convergence is obtained.
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For the first phase in the development of this approach to magnetospheric modeling, solutions
of (8) were sought for a rectangular magnetospheric geometry. The normal magnetic field
component B, = 0 along the dayside face located at 10.5 Rg sunward of the Earth, and
at the dawn, dusk, north and south faces making a square cross-section 40 Rg on a side.
The tailward face was placed 60.5 Rg behind the Earth. (Rg is an Earth radius.) To test
the basic logic of the code and ADI solver, vacuum (Mes; = 0) solutions were sought for
various values of B, along the tail boundary. (B, into the simulation box in the northern
hemisphere, and out in the southern hemisphere.) For non-vacuum solutions, the magnetic
field was assumed closed within the rectangular boundary; B, = 0 on all faces. The pressure
was specified on the equatorial plane such as to be constant near Earth, fall off as |x|™*2

down the tail, and vanish at the dayside and tailward faces.

Results

Vacuum solutions were obtained for various values of B,, on the tailward face of the simulation
box. For B, # 0, the solution contained a magnetic neutral line within the simulation box.
A neutral line must form in this case. As there is no north-south component of the field on
the tailward face, Earth’s magnetic field must close within the simulation box. At the same
time, the boundary condition on the tailward face must be met. A neutral line is required

to satisfy both conditions.

Non-vacuum solutions were obtained for varying amounts of plasma pressure up to about
one-quarter of that in Earth’s central plasma sheet. Solutions were sought for B, = 0 on the
tailward face. Adding pressure to the tail would normally cause the field to become more
taillike. However, the B, = 0 boundary condition does not permit this to happen. Instead,
the field has to undergo an unnatural distortion in the tailward portion of the simulation box.
Starting from the vacuum solution, convergence was fast as magnetic flux had nowhere to go.
Unfortunately, as the pressure exceeded about one-quarter that in Earth’s central plasma
sheet, the distortions were becoming too large and the field-line tracer for computing My

had difficulties. Rather than adding additional overhead to the numerical code to deal with

8-7



this (unrealistic) behavior, the solver was declared to pass its first phase of development.

Conclusion

The first phase in the development of an equilibrium magnetospheric magnetic field solver
based on the “effective magnetization” approach has been completed successfully. In this
first phase of development, numerical solutions for (8) were obtained in a closed, rectangular,
magnetospheric geometry. To proceed toward realistic magnetospheric solutions, the next
phase of development will be to generalize the numerical code for realistic magnetopause

shapes and B, # 0 anywhere, as well as both nonzero pressure and B, on the tailward

boundary.
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FOCAL POINT ACCURACY ASSESSEMENT OF AN
OFF-AXIS SOLAR CONCENTRATOR

H. Ghoneim
Associate Professor
Department of Mechanical Engineering
Rochester Institute of Technology

Abstract

A solar propulsion vehicle (SPV) consists of three principal components: thruster,
concentrator, and support structure. An important function of the support structure is.to maintain
the reflected solar energy inside the thruster cavity during all on-orbit maneuvers and
environmental conditions. A finite element analysis is conducted to assess the ability of support
structures, of a 1574.8x1181.1 inches (40x30 meters) off-axis parabolic concentrator, to achieve
this function. The combined effects of the thrust required to change orbit, the aerodynamic drag
at low earth orbit, and the on-orbit thermally-induced deformations are considered in the
investigation. Two kinds of support structure/concentrator arrangements are investigated:
inflatable concentrator with a support torus, and a foam-rigidized concentrator with no torus. The
analysis indicates that the inflatable concentrator arrangement satisfies the required focal point
accuracy, and that the rigidized concentrator arrangement does not. The rigidized concentrator
concept, though attractive and promising, is too flexible and needs a substantial stiffening. For a
sound design, a rigidized concentrator with a support torus is suggested, and addition of a partial

passive damping to the supporting struts is recommended.
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FOCAL POINT ACCURACY ASSESSEMENT OF AN
OFF-AXIS SOLAR CONCENTRATOR

H. Ghoneim

Introduction

The solar propulsion concept (SPC) is an attractive technique for orbital-transfer applications.

Solar propulsion vehicles, in general, are efficient, relatively cheap, reusable and versatile {1}.

A solar propulsion vehicle (SPV) consists of three principal components (Fig. 1): concentrator,
thruster (engine), and support structure. The concentrator gathers, focuses and concentrates the
sun’s energy into a thruster cavity. The thruster captures the solar energy and converts it into heat
which expands a single hydrogen working fluid through a nozzle, producing the propulsive
thrust. The support structure (tori and truss members) rigidly connects the concentrators to the
thruster. The only relative motion allowed between the support structure and the thruster is the
slewing motion about the z axis, in order to maintain the reflectors directed towards the sun. A
turntable provides such slewing maneuver. An important function of the support structure which
is vital to the success of thie SPC is to maintain the reflected sun’s rays focused inside the thruster

cavity during all on-orbit maneuvers and environmental conditions.

The objective of this work is to investigate the ability of candidate support structures to achieve
the above-mentioned function. The investigation is carried out using the ANSYS finite element
software. The subject of the investigation is the SPV (Fig. 1) with two parabolic off-axis
concentrators supported by three struts each (two long struts and one short). Two concentrator
arrangements are examined: inflatable thin-film concentrator (reflector/canopy arrangement)
with a support torus as shown in the Fig. 1, and a foam-rigidized concentrator. The latter is
viewed as an alternative arrangement which overcomes the problem of the make-up gas needed
to maintain inflation and which improves the optical quality of the concentrator. Three on-orbit
loads are considered for the investigation: 1) the thrust due to firing the thruster to change orbit,
2) the aerodynamic drag force at low earth orbit (LEO), and 3) thermal load due to temperature
differential with respect to earth temperature and temperature gradient across the struts and torus
cross sections. The solar wind, plume impingement and the sun tracking control forces (roll and
yaw torque) are not considered in the present investigation. Previous preliminary analyses

suggest that these forces have little impact on the focal point accuracy {2}.
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Characteristics of the Solar Propulsion Vehicle

Figure 2 shows the basic geometry, dimensions and coordinate system of the off-axis
concentrator {2}-adopted for the current investigation. This concentrator gives a theoretical peak
concentration ratio of 12,560 which satisfies the minimum required concentration ratio of

10,000. The concentrator also provides the desired 1 MWatt solar power.

Both the struts and tori of the support structure are made of inflated, rigidized, space-cured
carbon-epoxy composite beams. These are thin-walled tubes consisting of unidirectional M40J
carbon fibers composite prepreg with a lay-up of [£30/0/90/+30). The carbon-fiber composites
enjoy a near-zero coefficient of thermal expansion (CTE) and a high specific stiffness. The
outside diameters of the tubular struts and torus are assumed to be 13 and 7 inches, respectively.
A 0.015-inch wall thickness is assigned for both the torus and struts. The reflector as well as the
canopy is constructed from a 0.0005-inch thin film polyimide material. Polyimide films have
material properties that are superior to those of other film materials and they retain their
properties over a wide range of temperature {3}. The rigidized concentrator is assumed to be
made of a 0.0625-inch thick (LaRC-CP1) polyimide film foam-rigidized with EPON Resin 828
epoxy. It has excellent adhesive properties and consequently is viewed as a good material for this
specific application. The relevant material properties adopted for the current analysis are shown

in Table 1.

Modulus of Poisson’s ratio CTEx 10° Density
elasticity, E (in/in-°F ) (Ib/ft)
x 10° (psi)
Graphite-Epoxy
composite 17.21 0.3 0.1 102
Polyimide ‘
(6FDA+APB) 0.4 0.4 27.5 60
polyimide
(LaRC-CP1) 0.315 0.4 90
Foam Epoxy
(with glass fillers) 0.15 0.35 50

Table 1 Relevant Material Parameters

As mentioned before, three combined loads are considered in the current study: thrust,
aerodynamic drag, and thermal loads. It is assumed that the maximum output of the thruster is a

100-Ib force. This force will be used to transfer the fully-loaded SPV, with a total mass of 50,000




Ib, from LEO at 200 nautical miles to GEO. On returning from GEO to LEO, a smaller thrust
will be needed as the total weight of the vehicle is reduced. For the current investigation, we
assume that the thrust can be minimized such that the engendering acceleration level is less than
that produced during orbit (0.002 g). Consequently, a thrust of 100 b acting on the full-loaded
vehicle is assigned for the current investigation. At 200 nautical miles, the effect of the
aerodynamic drag force is significant, given the large diameter and relative light weight of the
reflector. Drag forces of 0.246 and 0.05 Ib per reflector are estimated when the SPV travels along
the Y-direction and X-direction, respectively. The estimation is based on the following
assumptions {4}: drag coefficient = 2, atmospheric density = 3x10™ slug/ft’, and velocity =
33,000 ft/sec. Approximate projected reflector areas of 7600 ft* and 1530 ft’ in the Y-direction
and X-direction, respectively, are considered for the calculation. In general, during flight the
support structure’s members are exposed to the sun on one side and to a deep space on the other
side, engendering a temperature gradient, AT, across the cross sections. This temperature
gradient produces a thermally-induced bending moment. Also, a temperature differential between
the bulk temperature, Ty, of each member and the initial earth temperature exists which stretches
or contracts the member. The effect of the aforementioned thermal-loading scenario is taken into
account. Two sets of temperature gradient and bulk temperature are adopted for the current
investigation and are shown in Table 2. Both sets are approximate and based on the preliminary

analyses done by Lockheed {2} and Marietta {4}.

Lockheed Marietta
Temperature (°F) Long strut Short strut/ torus Long strut Short strut/ torus
Bulk, Ty 230 120 100 50
Gradient, AT 100 80 200 160

Table 2. Support Structure’s Bulk Temperature and Temperature Gradient

Finite Element Analysis

The finite element model of the SPV is shown in Fig. 3. Taking advantage of symmetry, only one
half of the vehicle is considered. The thruster, fuel tank and payload are all treated as
concentrated masses (MASS21 elements) placed at the free ends of the struts. For the sake of

clarity, the canopy is omitted from the Figure but it is included in the finite element analysis.
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Beam (BEAM4) elements are adopted for the struts and torus, membrane (SHELLA41) elements
for the concentrator, and shell (SHELL63) elements for the foam-rigidized reflector. Six

elements are assigned for the long strut, five for the short one, and sixty for the reflector as well

as the canopy.

It should be pointed out that the objective of this study is to investigate the ability of the support
structure to maintain the focal point of the reflected sun’s rays inside the thruster cavity under the
effect of the aforementioned three loads. That is, to check the ability of the support structure to
keep the focal point deflection within a certain envelope. It is assumed that the maximum
allowable deflection in any direction is 6 inches {2}. It is also assumed that the deflection of the
focal point is dominated by two factors: the translation of the center of gravity of the torus, AXg,
and the angular rotation of the torus’ plane, AB. The total deflection AX, is the sum of the
deflections due to translation and rotation, i.e.; AXy = AXg + 2 A8 x R, where R is the “reflected
sun’s ray” vector between the center of gravity of the torus and the theoretical focal point at
X.Y,Z = 0,0,12 inches. It is understood that the focal spot deflection and dispersion due to the
deformation of the reflector surface is a better measure of the pointing accuracy {5}. However,

analysis of the focal spot deflection and dispersion is beyond the scope of this study.

Before the analysis of the focal point deflection due to the combined loading effects, a
preliminary investigation is conducted. The purpose of the preliminary investigation is two
folds: to examine the effect of using an equivalent static analysis instead of a transient one, and
to estimate the impact of ignoring the reflector geometry on the focal point deflection. For the
preliminary investigation, a modal analysis is performed first, in order to assess the dynamic
characteristics of the system. Then, the transient response due to a thrust of 50 1b (only half the
system is considered) as well as the static response due to an equivalent inertia load (0.002 g) is
determined and the results are compared. The preliminary analysis is done for both cases when
the reflector geometry is ignored and replaced by concentrated masses (MASS21 elements)
distributed along the torus, and when the geometry is considered. In addition, the thrust (50 1b) is
applied along the Y-direction as well as along the X-direction in order to determine which is
more critical- Therefore, the finite element analysis is accomplished in three phases: preliminary

investigation, analysis of the inflatable concentrator arrangement, and analysis of the foam-

rigidized concentrator arrangement.
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Results and Discussion

(1) Preliminary Investigation:

Table 3 presents the six first natural frequencies of the support structure for two cases: 1) when
the concentrator geometry is ignored, and 2) when it is considered. Samples of the results are
shown in Figures 4 and 5. They display the second mode shape (1* lateral bending mode in the

Y-Z plane) of the former case and the sixth mode shape (1% vibration mode of the torus) of the

latter case, respectively.

Case Mode Freq. Period | Mode Shape Description

No. No. (Hz) (sec)
1 1 0.083 12.00 | 1% lateral bending mode in the X-Z plane
1 2 0.103 9.727 | 1% lateral bending mode in the Y-Z plane
1 3 0.168 5951 | 1* Torsional mode around the Z-axis
1 4 0.836 1.196 | Torsional mode, with plane distortion of torus
1 5 0.856 1.168 | 1% vibration mode (bending) of the torus
1 6 1.017 0.983 | 1¥ bending mode of the long strut
2 1 0.085 11.73 | 1* lateral bending mode in the X-Z plane
2 2 0.103 9.672 | 1% lateral bending mode in the Y-Z plane
2 3 0.181 5.514 | 1* Torsional mode around the Z-axis
2 4 1.399 0.715 | 1* bending mode of the long strut
2 5 1.500 0.667 | 1" bending mode of the short strut
2 6 1.714 0.583 | 1 vibration mode (bending) of the torus

Table 3. Natural Frequencies of The Concentrator/Support Structure

The following observations and comments can be stated:

® The first three fundamental modes are the same for both cases. These three modes pertain to
the vibration of the torus about the thruster, with no significant deformation to the torus.
Also, these fundamental frequencies are quite separated from the rest of the natural

frequencies. Consequently, it is expected that the transient response of the SPV due to the

9-7



combined loads will be dominated by these modes and that ignoring the reflector’s geometry

in the analysis will have little effect on the response.

e Amongst these three fundamental modes, only the second mode undergoes motion
predominaritly along the Y-direction. Consequently, it is expected that the transient response
due to the applied thrust in the Y -direction will be dominated by this mode, and there will be
no significant difference between the transient and static results. On the other hand, both the
first and third modes experience motion primarily along the X-direction and both will affect
the transient response, when the thrust is applied along the X-ditection. Consequently, in this
case, it is expected that the transient response will be different form the corresponding static
one. Keep in mind that the static response due to an equivalent inertia force captures the
fundamental (first) mode shape only.

® The second three modes are noticeably higher for the second case. In particular, the first

vibration (bending) mode of the torus is doubled when the concentrator geometry is included.

This indicates that the concentrator does stiffen up the torus/concentrator system.

Loading condition AX AY AZ

No concentrator, Thrust along X-direction, Static -2.838 0.013 -0.004
No concentrator, Thrust along X-direction, Transient -3.214 0.007 ~0.0
No concentrator, Thrust along Y-direction, Static -0.010 3.007 0.056
No concentrator, Thrust along Y-direction, Transient 0.0 3.044 0.062
With Concentrator, Thrust along Y-direction, Static ~0.0 3.078 0.043
With Concentrator, Thrust along Y-direction, Transient ~0.0 3.067 0.057

Table 4. Focal Point Deflection due to Thrust Under Different Conditions (units in inches)

The predicted focal point deflections, AXg, under different loading conditions are given in Table
4. Notice that for the preliminary investigation only the 50-Ib thrust is considered. As expected,
when the thrust is applied along the Y-direction, neither inclusion of the concentrator geometry
nor performing transient, versus static, analysis significantly affect the predicted focal point
deflection. When the thrust is applied along the X-direction, however, the equivalent static
analysis predicts a smaller deflection than the transient. This difference is engendered because

two mode shapes contribute to the response.
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(2) Analysis of the Inflatable Concentrator Arrangement:

The focal point deflection due to the different types of loading are presented in Table 5. A
transient analysis is performed for the case when the aerodynamic drag force is applied along the
X-direction. All other cases are simulated via static analyses. Since the preliminary investigation
indicates that neglecting the concentrator geometry does not significantly influence the focal
point results, the geometry is ignored in this analysis. It is assumed that the superposition
principle is applicable in the current elastic, small deformation analysis. Consequently, the total

focal point deflection due to a combined loading can be determined by simply summing the

deflections due to the different loads.

Loading type AX AY AZ

Aerodynamic drag force along the X-direction -0.337 0.002 ~0.0
Aerodynamic drag force along the Y-direction 0.0 1.618 0.033
Thermal load (Lockheed) 0.0 0.460 0.031
Thermal load (Marietta) 0.0 0.850 0.025
Inflating pressure ~0.0 -0.167 0.061

Table 5. Focal Point Deflections due to Different Loads (units in inches)

For the pressure effect analysis, an inflating pressure of 3x10™ psi is applied. This pressure
produces a minimum effective stress of 650 psi, needed to remove packing wrinkles {6}, in the
thin-film material of concentrator. Calculation of the pressure is based on the stress formulas
developed in {7}. The analysis predicts that the applied pressure causes a negligible focal point
deflection, yet substantially distorts the reflector. Consequently, it is imperative that the pressure

effect to be pre-considered in the design of the thin-film concentrator.

Assuming that the pressure effect will be pre-considered in the design of the concentrator, the

results in Table 5 indicate: _

® The aerodynamic drag force produces a significant focal point deflection when the SPV
travels along the Y-direction. This is because of the large projected area and relative light
weight of the concentrator. When the SPV travels along the X-direction, the projected area of

the concentrator is much smaller rendering a less significant focal point deflection.
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® The focal point deflection due to thermal loading is small. It should be pointed out, however,
that the struts and torus are made of a near-zero CTE material. A material with CTE close to

or more than 107 in/in-"F would exhaust the 6-inch maximum allowed deflection.

® The total focal point deflection due to the combined thrust, aerodynamic drag along the Y-
direction and thermal loading (Marietta case) is approximately 5.5 inches. The deflection,
though close to, is smaller than the maximum allowable. Since this combination of loading
represents the worse loading scenario that renders the maximum focal point deflection, we

may claim that the inflatable concentrator arrangement is safe but not comfortably.

(3) Analysis of the Foam-Rigidized Concentrator Arrangement:
The first six natural frequencies of the foam-rigidized concentrators are shown in Table 6. As a

sample, the second “cambering” mode shape is displayed in Fig. 6.

Mode Freq. Period . | Mode Shape Description
No. (Hz)x10™ (sec)

1 4.568 218.9 | “Hoop twist” of the lower portion of the concentrator
2 5.203 192.2 | Bending about the minor axis, “Cambering”
3 5.547 180.3 Bending about the major axis, “Flapping”
4 5.731 174.5 | “Hoop twist”
5 7.773 128.6 “Flapping” of the upper portion of the concentrator
6 8.411 118.9 | “Hoop twist” of the upper portion of the concentrator

Table 6. Natural Frequencies of the Rigidized-Reflector/Support Structure

Notice that all the natural frequencies are less than 0.01 Hz and that all the modes pertain to the
concentrator alone, i.e., the struts’ deformation is not involved. These observations indicate that,
without the torus support, the 0.0625-inch thick rigidized reflector is too flexible. Also, the fact
that all these modes cluster within a very narrow band of frequencies suggests that a static
analysis, which takes into account the dominant mode only, will be erroneous. The transient
response of the foam-rigidized concentrator system due to the 50-Ib thrust is determined. Fig. 7
shows the deformation pattern at 108 second from firing the thrust. The evolution of the Y-

displacement, relative to the thruster, of two points on the reflector is displayed in Fig. 8. These
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two points are the connection points between the reflector and the long strut (UYRL), and
between the reflector and the short strut (UYRS). Notice the prohibitively large displacement and
severe distortion experienced by the reflector. Obviously, the rigidized-concentrator is too

flexible to preserve its geometric integrity against the inertial effect of the applied thrust.

Conclusion

A finite element investigation of the SPV with the 1574.8x1181.1 inches off-axis parabolic
concentrator is conducted. Two concentrator arrangements are examined: inflatable thin-film
concentrator with a support torus and a foam rigidized-concentrator without the torus. The
combined effect of the thrust, aerodynamic drag, and thermally-induced deformation on the focal
point accuracy is assessed. Presuming that the struts and tori are made of a near-zero CTE
material and that the pressure effects on the reflector is pre-considered, the inflatable thin-film
concentrator fulfills the required accuracy of the focal point deflection. The foam-rigidized

concentrator, on the other hand, severely fails to satisfy this required accuracy.

The above-mentioned conclusions suggest that a combination of both arrangements would be the
most effective. A vehicle with a rigidized concentrator and a smaller torus would have sufficient
stiffness to comfortably achieve the needed focal point accuracy. In addition, this arrangement
will purge the vehicle from the canopy. Thereby, it will improve the optical quality of the
reflector and overcome the problems associated with maintaining the inflation of the
concentrator. More over, in order to further reduce the focal point deflection, adding some
damping to the support structure is recommended. This damping will also attenuate the
developed oscillatory motion and prevent multiplication of this oscillation upon repeated firing.
Since the inflatable concentrator arrangement already satisfies the required deflection point
accuracy, passive damping is considered adequate for this support structure. The constrained
layer damping {8}, shunted piezoelectric {9}, and electromechanical surface damping {10} are
passive, economical and reliable techniques that we recommend to be considered for this

application.
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Figure 2. Solar Concentrator Coordinate System and Geometry
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Figure 5. Sixth Mode Shape of the Inflatable Concentrator/Support
Structure (Dashed Line Represents the Undeformed Shape)
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‘Figure 6. Second Mode Shape of the Foam-Rigidized
: Concentrator/Support Structure
(Dashed Line Represents the Undeformed Shape)
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Figure 7. Deformed Sh:ape of the Foam-Rigidized concentrator due to a
50-lb Thrust Acting Along the Y-Direction (at 108 Second)
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DESIGNING PROPULSION RELIABILITY
OF SPACE LAUNCH VEHICLES

Subir Ghosh
Professor
Department of Statistics

University of California, Riverside

Abstract

The propulsion reliability of a thrust-augmented Single Stage to Orbit (SSTO) space
launch vehicle depends on the number of solid boosters, the number of liquid engines, the
reliability per solid booster, and the reliability per liquid engine. We give mathematical
expressions of such dependence when the reliability does or does not depend on time.
We present numerical results and corresponding figures demonstrating the relationship
between the propulsion cluster reliability and the motor/engine reliabilities of both solid
booster and liquid engines. This paper shows how the propulsion cluster reliability can be

tailored to match a desired vehicle reliability.
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DESIGNING PROPULSION RELIABILITY
OF SPACE LAUNCH VEHICLES

Subir Ghosh
Introduction
Single Stage to Orbit (SSTO) launch vehicle reliability is an important part of the
performance evaluation of this class of vehicles. Our research is concerned with the
propulsion reliabilities of space vehicles for catastrophic failures. Four methods are
developed for calculating the propulsion reliability of such a vehicle. Launch vehicles with
different combinations of solid booster and liquid engines are considered. The dependence
of the propulsion cluster reliability on the numbers of solid boosters and liquid engines is
studied. Specific recommendations are made for designing an SSTO vehicle with respect
to the desired solid booster and liquid engines reliabilities as well as the cluster propulsion
reliability of the vehicle. Historical data are used for defining representative reliabilities.
A literature search does not find much published work available on vehicle reliability

formulation. The work presented here presents new thinking in vehicle design.

Propulsion Reliability Models: Blocked Series System

In a blocked series system, solid boosters and liquid engines are considered as two blocks
with series system in each. We first present the formula for calculating the non-time

dependent propulsion reliability of an SSTO. Let

Solid Booster Liquid Engine
Number = n, Number = n;
Reliability = p, Reliability = p; ¢))
Series System Series System

We assume that all solid boosters have the same reliability p, and all liquid engines have
the same reliability p,, The failures of propulsion, solid or liquid, are assumed to be

independent and furthermore, a failure of any propulsion unit, solid or liquid, results in the
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catastrophic failure of the propulsion system and consequently, the catastrophic failure of
the space vehicle. This is known as a series system for both solid boosters and liquid
engines. The probabilistic setup is called a Binomial Experiment. The non-time

dependent cluster reliability R, of the space vehicle can be expressed as
Ry=1-[n(1- p*)+n,(1- p;*)]. V)]

Note that we want 0 < R, < 1, which in turn sets constraints on n;, p;, n;and p, for

reasonable values.
We now present the formula for calculating the time dependent propulsion

reliability of an SSTO. We assume an Exponential Model with

(-t/8,)

p,=€ ,0<1<£90,

(-1/6,)

P, =€ 01500, (3)

where 6, and 6, are unknown parameters. Note that the expressions of p, and p,given in
(3) are time dependent. The operation time of solid boosters is assumed to be the first 90
seconds and the operation time of liquid engines is assumed to be the period of 500

seconds. The time dependent cluster reliability R of the space vehicle can be expressed as

R,=1-[n{1-(e"")"}+n,{1-(e""%))"}]1,0 <1 <90,

4
R, =1-[n,{1-(e""%)"}1,90 <t <500, @

Non-Time Dependent Reliability : Blocked Series System

In this section, we study the dependence of R; , defined in (2) , on n;and n,. Table 1
presents the overall reliability ( R; ) values for p; = 0.9999 and p, = 0.9990 and 0.9999,
Table 2 presents the R; values for p; = 0.999 and p, = 0.992 and 0.999. Figures 1.1 and
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1.2 display R; curves for (n;,n,)=(0,2),(2,4),(3,6)andp; =0.9999 and 0.999,

respectively.

£ 005 Y
€
'E 09 4
= 085 =&==Solid = 0 Liquid = 2
k]
2 o8 ewfil=Solid = 2 Liquid = 4
a —dr—Solid = 3 Liquid = 6
e 0751 9
a.
0.7 4 ' ' :
0.992 0.994 0.996 0.998
Liquid Engine Reliability
Figure 1.1 : Propulsion Reliability by Liquid Engine Reliability
when Solid Booster Reliability = 0.999 : Blocked Series

1
£
3 099}
&
£ 0s8 1 =&~ Solid = 0 Liquid = 2
3 057 == Solid = 2 Liquid = 4
2 U 9
£ == Solid = 3 Liquid =6

096 }

0.999 0.9992 0.9994 0.9996 0.9998
Liquid Engine Reliability

Figure 1.2 : Propulsion Reliability by Liquid Engine Reliability
when Solid Booster Reliability = 0.9999 : Blocked Series

Figures 2.1 - 2.4 display contour plots of R, values. These graphs are useful for the
purpose of reliability design. For designing a space vehicle with p;=0.9999 and p;
=0.9999, the problem is to find the values of ; and 7, so that the desired propulsion
reliability R; is 0.999. The possible values of (n;, nz)are (2,2),(2,3),(1,2),
(1,3),(0,2). Considering the desired performance and cost analyses, one could

come up with the optimum choice of ( #;, n, ). If the desired propulsion reliability

10-5




) o-sss\

0.997

5 T
‘ N

2 1 Y
0 1 2 3

Number of Solid Boosters

Figure 2.1 : Propulsion Reliability Contour : Solid = 0.9999, Liquid = 0.9999
Blocked Series

| 0.968

0.976

0.984

3 0.992

Number of Solid Boosters

Figure 2.2 : Propulsion Reliability Contour : Solid = 0.9999, Liquid = 0.999
Blocked Series

10-6




“=-““ﬁi___

—

0.986

2 3

Number of Solid Boosters

Figure 2.3 : Propulsion Reliability Contour : Solid = 0.999, Liquid = 0.999

Blocked Series

0.749

0.798

0.847

1

¥ ¥ i

Number of Solid Boosters

Figure 2.4 : Propulsion Reliability Contour : Solid = 0.999, Liquid = 0.992

Blocked Series

10-7




Table 1. Non-Time Dependent Propulsion Reliability, R; ,when p; = 0.9999, p, = 0.9990 and 0.9999

p2 = 0.9990
n;
0 1 2 3
n; 2 0.9960 0.9959 0.9956 0.9951
3 0.9910 0.9909 0.9906 0.9901
4 0.9840 0.9839 0.9836 0.9831
5 0.9751 0.9750 0.9747 0.9742
6 0.9641 0.9640 0.9637 0.9632
P2 = 0.9999
n;
0 1 2 3
n; 2 0.9996 0.9995 0.9992 0.9987
3 0.9991 0.9990 0.9987 0.9982
4 0.9984 0.9983 0.9980 0.9975
5 0.9975 0.9974 0.9971 0.9966
6 0.9964 0.9963 0.9960 0.9955

Tables 2. Non-Time Dependent Propulsion Reliability, R;, when p; = 0.999 , and p, = 0.992 and 0.999

p2=0.992
n;
0 1 2 3
n; 2 0.9681 0.9671 0.9641 0.9591
3 0.9286 0.9276 0.9246 0.9196
4 0.8735 0.8725 0.8695 0.8645
5 0.8032 0.8022 0.7992 0.7942
6 0.7177 0.7167 0.7137 0.7087
p2=0.999
n;
0 1 2 3
n 2 0.9960 0.9950 0.9920 0.9870
3 0.9910 0.9900 0.9870 0.9820
4 0.9840 0.9830 0.9800 0.9750
5 0.9751 0.9741 0.9711 0.9661
6 0.9641 0.9631 0.9601 0.9551
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R, is 0.995 ( one catastrophic failure in 200 attempts ), then with (n; = 2, n, =4), we need
p>=0.9997 for p; = 0.9999 as it can be seen from Figure 1.1. Similarly with

(n; = 3, n; = 6), we need p,= 0.9999 for p,= 0.9999. However, with neither

(n; = 2,n;= 4)nor (m; = 3, n»=6), we can achieve the cluster reliability R, = 0.995
for p) = 0.999. This can be done for (n;= 0, n, =2) withp,=0.999. For an
experimental SSTO with 1/200 catastrophic failure rate, a propulsion cluster of

two liquid engines with each of 0.999 reliability is required. More liquid engines or
strap-on solid boosters lower the overall vehicle reliability. Current Space Shuttle Main

Engines ( SSME ) have demonstrated close to 0.999 reliability after approximately 2,000
full-duration tests since 1979 ( Biggs ( 1997) ).

Time Dependent Reliability : Blocked Series System

We now study the dependence of R, defined in (4), on 7, n;, and n,. Forn;=1, 2, and n,
=2 3, 4, we determine §; and & so that R,=0.995 for #= 90 sec and ¢ = 500 sec. For n;
=0 and n; = 2,3,4, we find &, so that R, =0.995 for = 500 sec. As a result, with our
determined values of 6; and 6, R, >0.995 for 0 <¢ < 500. Figures 3.1 - 3.3 demonstrate
the change in the cluster reliability R, with time ¢ for n; =0, 1, and 2. Forn; =2, we
observe that after 90 sec the R; values stay at 0.995. Forn; =1, R,= 0.995 at¢ =90
sec, jumps to R, = 0.999 at ¢ = 91 sec, and finally becomes R, = 0.995 at # = 500 sec. For
n; =0, R, decreases from 1 to 0.995 for ¢ = 0 sec to = 500 sec. Figures 4.1 - 4.3 display
the change in reliability per liquid engine over time for 2, 3, and 4 liquid engine vehicles.
In order to achieve the cluster reliability of at least 0.995 during the 500 sec, the reliability
per liquid engine drops to 0.998751 for a 2 liquid engines vehicle compared to 0.999687
for a 4 liquid engines vehicle with 2 solid boosters for both. For a vehicle with 7, =2, n;
= 2, the reliability per liquid engine at 500 sec is 0.99875. If we calculate the cluster
reliability at 500 sec by ( 0.99875 )%, we get 0.997502 which is much higher than 0.995

obtained from the time-dependent exponential model.
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Figure 3.3. Cluster Reliability versus Time when Solid = 2 : Blocked Series

Propulsion Reliability Models: Series System

We now present the formula for calculating the non-time dependent propulsion reliability
of a space vehicle. We assume that the whole system with solid boosters and liquid

engines is working in a serial manner without any blocking as follows:

Solid 1 Solid n, Liquid 1 Liquid »;

Pi D D2 D2

Series System

Then the non-time dependent cluster reliability R; of the space vehicle can be expressed as

Ry = p'py*. (5)

Notice that it is always true that R; ,defined in (5), satisfies 0< R, <1.
We now present the formula for calculation the time dependent propulsion reliability
of a space vehicle under the assumption of the Exponential Model defined in (3).

Considering the operation times of solid boosters and liquid engines, the time dependent
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- cluster reliability R, of the space vehicle can be expressed as

R4 — (e(—rlal))nl(e(—tlﬂz))nz ,O <t < 90’
R, = (e©"%)" 90 < 1 < 500. ©

1
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Figure 4.1. Reliability per Liquid Engine : Liquid = 2,3,4, Solid = 0 : Blocked Series
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Figure 4.2. Reliability per Liquid Engine : Liquid = 2,3,4, Solid = 1 : Blocked Series
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Figure 4.3. Reliability per Liquid Engine : Liquid = 2,3,4, Solid = 2 : Blocked Series

Non-Time Dependent Reliability: Series System

We now study the dependence of R;, defined in (5), on n; and n,. Figures 5.1 and 5.2
display R; lines for (n;, n,)=(0,2),(2,4), (3, 6)and p;=0.9999 and 0.999,

respectively.
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Figure 5.1: Propulsion Reliability by Liquid Engine Reliability
when Solid Booster Reliability = 0.999 : Series
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Figure 5.2 : Propulsion Reliability by Liquid Engine Reliability
when Solid Booster Reliability = 0.9999 : Series

Figures 6.1 - 6.4 display contour plots of R; values. We observe that the contour plots of
R; for Methods 1 and 2 are different when p; = p; as can be seen in Figures 2.1 and 6.1 as
well as in Figures 2.3 and 6.3. However, the contour plots of Rs for Methods 1 and 2

are very similar when p; and p, differ widely as can be seen in Figures 2.2 and 6.2 as well

as in Figures 2.4 and 6.4.
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Figure 6.1. Propulsion Reliability Contour : Solid = 0.9999, Liquid = 0.9999 : Series
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Figure 6.4. Propulsion Reliability Contour : Solid = 0.999, Liquid = 0.992 : Series

Time Dependent Reliability: Series System
We now study the dependence of R4, defined in (6), on ¢, n;, and n,. Figures 7.1- 7.3

show the change in the cluster reliability R, with time # forn; =0, 1, and 2. The
comparison of R, values from Methods 1 and 2 can be made from Figures 3.1-3.3 and
Figures 7.1-7.3. The R, values are very similar except for n; = 2 as can be seen from
Figures 3.3 and 7.3. In Method 1, the R, values stay at 0.995 for n; =2 for # > 90 but ,in
Method 2, the R, value jumps from 0.995 to 0.999 for # = 90 to the immediately higher ¢
and drops linearly to 0.995 at 7= 500. Figures 8.1-8.3 display the change in reliability per
liquid engine, under Method 2, over time for 2,3, and 4 liquid engine vehicles. Methods 1
and 2 resemble each other with respect to the change in reliability per liquid engine as can

be seen from Figures 4.1-4.3 and 8.1-8.3.
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Figure 7.1. Cluster Reliability versus Time when Solid = 0 : Series
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Figure 7.3. Cluster Reliability versus Time when Solid = 2 : Series
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Conclusions
This study is on the propulsion reliability ( R ) of an SSTO vehicle as a function of the
number of solid boosters ( 7, ), the reliability per solid booster ( p; ), the number of liquid
engines ( 71; ), and the reliability per liquid engines ( p;). Both time dependent and non-
time dependent models are considered for p; and p, . Two models ,series and blocked

series, are considered for R . Our findings for non-time dependent
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Figure 8.2. Reliability per Liquid Engine : Liquid = 2,3,4, Solid = 1 : Series

0.9995 A
0.999 -
0.9985 +
0.998 -
0.9975 -

Reliability

0,997 . . ' , =2 Engines
| 0 1(;0 2(;0 3(l)0 4(;0 500 3 Engines
) =44 Engines

Time

Figure 8.3. Reliability per Liquid Engine : Liquid = 2,3,4, Solid = 2 : Series

blocked series reliability model with R > 0.995 are summerized in Table 3. Table 3
describes the number of solid boosters and liquid engines to choose for targetting

the propulsion reliability at 0.995. The number of liquid engines is recommended to be
two or three and the number of solid boosters is recommended to zero or one if their
reliabilities are in between 0.9990 and 0.9995. In order to have more solid boosters and
liquid engines with the same desired propulsion reliability 0.995, we need their reliabilities
to be higher than 0.9995. Our findings for series model are similar to block series model.

For the time dependent model, the propulsion cluster reliability drops rapidly over time in
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presence of solid boosters but then after 90 seconds it jumps higher and decays at a much
slower rate or remains the same. Moreover, for maintaining the propulsion reliability at
0.995 or higher over 500 seconds, the reliability per liquid engine drops more rapidly over

time for four liquid engines than two or three liquid engines.

Table 3. Solutions for n; and n; to have at least 0.995 for R in the non-time dependent case

Model pi p: n; n;
Solid Liguid  Solid Liquid
Blocked Series 0.9990 0.9990 0,1 2
0.9995 0 23
1 2
0.9999 0,1 2,3,4,5,6
2 23
0.9995 0.9990 0,1 2
0.9995 0,1 2.3
2 2
0.9999 0,1 23,456
2 2,34,5
3 2
0.9999 0.9990 0,1,2,3 2
0.9995 0,1,2 2,3
3 2
0.9999 0,1,2,3 2,3.4,5.6
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Abstract

In this report we examine the natural electromagnetic system modes (characteristic
frequencies and currents) of two coupled bodies in the limit of large separation. It is known that
when objects are situated such that they may interact electromagnetically, natural modes of the
coupled system occur. These modes differ from the natural modes of the isolated bodies, but
may be related to the isolated body modes for some situations. Here we treat an N-body
scattering problem in the limit of large separation by replacing the bodies with equivalent dipole
moments. The natural frequencies are obtained as singular points in the scattering solution. For
the special case of two coupled objects, a simple equation for the natural system frequencies is
obtained which shows that the real radian system frequency approaches the origin as 1/r,
independent of the relative orientation and type of the two bodies. The damping coefficient
approaches the origin approximately logarithmically, as a function of the body orientation and
type. This simple equation leads to classification and ordering of some system modes based on
their behavior in the limit of large separation. Using this formulation, the natural system modes
of two coupled wires are investigated for large separation between the wires, and compared to

an integral equation solution.
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ASYMPTOTIC ANALYSIS OF THE NATURAL SYSTEM
MODES OF COUPLED BODIES IN THE LARGE
SEPARATION, LOW-FREQUENCY REGIME

George W. Hanson

I. Introduction

The electromagnetic response of coupled bodies is of intérest in many applications, including
target detection and identification. In this note we consider the frequency (s-plane) behavior of the system
resonances of coupled objects in the limit of large separation.

In an early paper relating to the singularity expansion method (SEM) it was observed that the
SEM frequencies of an isolated thin wire scatterer can be grouped in layers in the s-plane nearly parallel

to the jw axis [1]. These resonances are further identified by their position within these layers. This
observation naturally leads to the notation for the complex frequencies s .1, where nn denotes the nth
pole as measured from the Re(s) axis in the Ith layer, measured from the jw axis. Similar groupings

can be identified for other objects, but to illustrate the effect considered here the situation for thin wires

will be described.
Shortly after the above observations were made concerning isolated wires, the natural system
frequencies of coupled wires were studied. It was found that these system resonances exhibited some

interesting characteristics as wire separation was varied [2]. To simplify the discussion, consider two

identical wires, for which the system resonances can be divided into symmetric (S, ;) and antisymmetric
(84 ;) modes [14]. As observed in [2] for two thin wire scatterers, the low-order system resonances

(s1'7) tended to spiral around the dominant isolated body resonance (sfll) as spacing between the
objects was varied over some intermediate distance. As separation was further increased, the system
resonances moved off towards the origin in the complex frequency plane, and other system modes from
another layer moved in to take their place, again spiraling around sl°, .. Subsequent to [2], other papers

further considered coupled wire scatterers [3]-[4].

The fact that the system frequencies eventually tended towards the origin as spacing is increased
beyond some intermediate distance, rather than tending towards the isolated body resonances, was
discussed in [2], and explained from a time-domain perspective in [5]. It was observed that the SEM

system modes are global quantities for the coupled body system, and have no clear physical interpretation
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prior to times when global modes can be established. Hence, in a two-body system the time period after
which the scattered field from each body has interacted with the other body is designated as late time.
During late time, the two objects interact electromagnetically, and global system modes are established.
As spacing between the objects becomes large relative to the largest linear dimension of each body, the
system resonances tend towards low frequencies since the time for a wave to travel between the two
bodies becomes long. Eventually the spacing tends towards infinity, and the system resonances tend
toward zero. 4

Since the resonances of a coupled system are .rigorously obtained from a complicated (usually
integral) system of equations, simple approximate formulas which describe the system resonance behavior
as a function of body separation are of interest. For intermediate separations, perturbation formulas have
been obtained which relate the natural system frequencies to the natural frequencies of the isolated bodies.
Two related classes of perturbation solution have been obtained, both based upon the exact integral-
operator description of the coupled system. The first method yields a quasi-analytic formula for the
system frequencies of an object and a mirror object, separated by some intermediate distance. The
resulting formula involves a numerically computed coefficient which only depends upon the isolated
object’s characteristics, multiplied by an exponential term which is a function of the separation between
the objects [6]. The second method is more numerical in nature, yet represents a considerable
simplification of the exact IEs and is applicable to a more general system of coupled bodies [7]. The
formulation described in [7] was subsequently applied to a variety of coupled objects [S], [8]-[9].

In this note, we present a scattering formulation for N coupled objects valid in the limit of large
separation between all objects. The system of scatterers are replaced by interacting dipole moments,
which is a suitable approximation for large separations (which lead to low system frequencies). A simpler
formulation is provided for two objects coupled in a mirror symmetric configuration. Singularities of
the scattering solution are identified as natural frequencies, leading to the characteristic equaﬁon for
natural frequencies of the coupled system. The example of two coupled wires is considered to
demonstrate the accuracy of the asymptotic method, where the natural system frequencies from the
asymptotic formulation are compared to those generated from a full-wave integral equation solution. The
system modes are classified according to their behavior for large separation between the bodies, and some

results for the natural currents are provided to examine their behavior in the corresponding limit.

II. Preliminary Relations

Consider Maxwell’s curl equations for free space in the two-sided Laplace transform domain
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VxB(F,s) =-sB(Z,s) -I™(Z,
xE(Z, s) sB(T, s) (%, s) (1)

VxH(Z,s) =sD(F,s) +T°(Z, s) .

The relationships between fields and currents are given in terms of four Green’s dyadics as [10]

E(Z,5) =-5p, (G, o (T, ) ;T2 8))

+<5e AF|E, ) ; T(E, s)>
B(Z,5) =-5€,(Gy o (|2, 8) : T"(Z/, 8) )
(G, (F|2!,8);T°(T!,8))
where the bracket notation indicates a real inner product with integration over common spatial coordinates
(typically volume or surface integration). The Green’s dyadics are
&, (2|2, 8) =PV [I-y2VV]G(E|E/, s) +y*L(D) 8 (F-17) (3)
&, o(E|E/, 8) =-VG(E|T/, 8) x I (4)
G o(Z|E/, 8) ==C, H(E|Z', 8) (5)
Gy n(Z|E, 8) =&, (|2, 8) (6)

£
where G(F|Z/,s) = 'ie is the free-space scaler Green’s function, with y==, E=¥R,

134 c
c=(e.m.) 12 and R=|Z-7’|. The first term in (3) can be written as
oo

- ot § _ = = _ _ Cape = oo
[1-y2VV|G(F|T/, 8) = an {[-2872-2877 Tl +[E2+E2+E 1][1—1R1R]} )

- —

oo (13T 3, -1 v ) [Tl T]E)

2/
> _ Ir - - Pind - — . . . . .
where 1,= -l-—_—f—/—l ,and 1=1,1,+1,1,+1,1, isthe identity dyadic. For later convenience, define

t
($]
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e, e

- - oo o e w82 8
Fy o (Z|E),8) = ° [311?112_1]( = SZO)+[1R13'1] o )

with Z; = ! —2—0 , such that the 5'91 o term can be expressed as
o

F, (Z|F!,8) +y2L(D) 8 (£-T') . (9)

&, (2|2, s) =pv—1
, SzlJ'o

The magnetic Green’s dyadic, ée, n» €an be expressed as

&, n(E|F", ) = VG (7|2, ) x 1 = Z;R % S |Txd (10)
where upon deﬁning for later convenience
F, o (Z|Z/, ) = i:R( “;“20 + S;?) (11)
the magnetic Green’s dyadic can be written as
&, . (ZF|E, s) = sto F, o (E|Z/,8) TpxI. (12)

In (3), the PV notation indicates that the corresponding term should be integrated in the principal value

sense [10], where

ds’ (13)

is the depolarizing dyadic integral, evaluated over the surface Sy of the exclusion volume Vj excluded

g

in the PV integration. In (13), 1,/ (Z|2/) =-I1 (F|Z/) =I(#/|F) ,and I5(Z) is the unit normal

vector to S at . Note that the é{e,e} terms are properly interpreted as distributions.
h,m
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III. Scattering formulation

Consider a N-body scattering problem which can be analyzed by formulating a coupled set of
integral equations for the current (surface or volume polarization) induced on/in the objects by an incident
field. When the separation between all objects becomes large compared to the largest linear dimension
of each object, and in the limit of low frequency, the formulation can be considerably simplified by
replacing each object with equivalent dipole moments. This follows from the fact that the electric and
magnetic dipole moment terms dominant the fields due to a given.current (as in a multipole expansion

of the current) for large distances and low frequencies [12]. To formulate the desired set of equations,
the scatterers, which are assumed to reside in free space, are replaced with dipole moments pe, mb

for f=1,2, ..., N corresponding to object 1,2,...N, respectively, as shown in Fig. 1. The dipoles

are considered to be generated by fields via polarizability dyadics as

B (s) =€, B® (5) - E(Zy, 5)
(14)
@® (s) =f'® (s)-H(Zy, 8)

where the fields (E, H) are the total fields due to all dipoles not located at I, plus any externally

impressed field. The polarizability dyadics are symmetrical for reciprocal media,

BB T(g) =8P (s)

(15)
#®7(s) =1'P (s)
and as s-0 [12]
B (5) =B® +0(s)
(16)
HP (s) =MP +0(s) .
The currents associated with the dipole moments are
je(B) =sp~(ﬂ) S (f_fp)
(17)

F® =sp,m® 8 (F-1y) .

Inserting (17) into (2) leads to the fields at 7, maintained by electric and magnetic dipoles located at Fg

as
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BV (2,8 =F, (Z,1%,9) 8P (s) +F, 5 (£,]55,8) (Ig,, xT) AP ()

ﬁ(a,p) (fa'S) =_-|-%—Fe,m(fulfﬂ’s) (iRu Bx.i).p‘(m (s) +€0Fe,e(falfﬂ’s) .iﬁ(p) (S)
0 .

(18)
where
- -YR“rﬂ - — - SZ — - - Sz
= (= _e _ 1 0 - Ho
Fe e(ra]rpl S) an 1R¢,B Ra,B ](e R3ﬁ R2 p) [ Rﬁ,ﬂ Rl:ﬂ ] Ra 8
ofte, o, :
“YRy,p s g2
- = e Ko Ho
Fe m(ra|rﬂ’s) - AT {Rz * Ra BC}
e, B v
(19)
with 1p . |f°‘ fpl being the unit vector from Zg to I, and R, g= |2, —rp|. The total field
’ a_ p ’

(20)

Considering the scatterers to be as shown in Fig. 1, a coupled system of equations for the induced
dipole moments can be written down as

N

B (5) =€, BB (£,,8) +Y E@P (£, 5)
Bra
*a

me (g) =M;*+|H (Z,.8) +Y H'™P(Z,,s)
=1

+0

«=1,2,...,N

where the fields (E 79, £ 229 are externally impressed fields. Defining
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/E)(inc) }:T (inc)

Fig. 1. Configuration of N interacting dipoles.

Sla,B) - = |3
Fe,&ep =Fe,e(ralrp's) (22)

Feflan;a) EFe,m(fulfﬂ' S) =Fe,m(fﬂ|fu' S)
the set of equations (21) can be written as

N
Bl (s) _eoﬁo(a) . E [j:‘-e(:!éb) yoALL +Fe(l¢n;ﬁ) (j_’Ra'Bx‘i‘).m'(B)]=€0§0(¢).E‘(1nc) (Z,,5)
Bee
o

7 (s) _Mom.g:[__:t_ Fé?xﬂﬁ)(igulax‘i).p‘w) v, BLoP) .m’(B)}=MO(a).ﬁ(inc) (Z,,5)
=1 0
a

«=1,2,...,N
(23)

It is convenient to write the above in block dyadic form

I
0
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1 5(1,2) 5(1,3) 501, I 1 [# ]
12 Ors 2 (8) Q™' (8) .. Ois™ () di () Fyil (s)
-~ 0-0(2’ ) -
2(32 Y (s) Loz 2x23 (s) ... 2(><22N) (s) C_{2(:1) (s) Fz(fl) (s) (24)
92(32'1) (s) 02(32:'2) () i IO 2(32N) ()| C-1‘2(31) (s)| = F2(31) (s)
Q(N,l) (3) Q(N,2) (8) Qz(i\fz,i’:) (8) i2x2 | -az(i\fl) (s) - _ﬁz(i? (S)
where
S B EEY e PP B (T, 1)
JZB)(S) 1 (a,B) f2(a) ( (25)
X a, had b d ad -~ -~ R
— Fen My® '(112,,‘,’(1) 'EoMoa)'Fe(?ep)
a
- o - pla), @ line) (2
Y = 1 0 a(“) =p(u) (S) () =€0P0 E (ra,S) (26)
Lo Zla o G (S)'-.() r Fona (s) = (@) 3 (inc) [ =
01 m'* (s) M -H' (L, 8)
Providing that the left-hand dyadic matrix is non-singular, (24) can be inverted to yield
r h [ - - - 1-1 [ - E
d, (s) Loxz G552 (s) Gl () ... Ofg™ (9 Fia (9)
d2) (s) G54 (s) Toa G5 (s) ... Qz(fz'm (s) 2 (s) (27)
da) (s) | = (o3 Vi(s) 557 (s) I <. éz(jz'm (s) 1 (8)
-az()ﬁ) (S) - 2(:72, 1) (S) Qz(N,z) (S) 02(52,3) (S) inz | -1';7’2(:;) (S) |

Equation (27) provides a formal solution to the scattering problem for configurations and frequencies such
that the dipole moment approximation is valid. Scattered fields are obtained by substituting (27) into
(20).

Each dyadic block, with the exception of the identity blocks, is a function of complex frequency

s. In this note we are primarily interested in determining the natural frequencies such that the left-hand

block-dyadic matrix is singular. At a natural frequency,
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1,0 Q(l 2 (g) GiL 3 (g) ... ’Q‘z(xlz,N) (s)l
Qz(le) (s) Tl sz2'3) (s) ... 52(32'N) (s)
det|G () 8% () T, ... O (8)|70 (28)
LQ A (N, 1) (s) "’2(>1<\72.2) (s) QZ(>1<v2’3> (s) .i.2x2

which forms the fundamental characteristic equation for natural system frequencies of N interacting
objects in the large separation, low frequency regime.

For the special case of two interacting dipoles,

(1) » 2(1,2) [z
ale (S) _ 12x2 Q2x2 (S) . F2x1 (S) (29)
a2 (s)] |GHV(s) I FZ) (s)
where [13]
-1
12x2 Q2x2 _ A2x2 2%x2 (30)
QZxZ 12x2 C2x2 D2x2
with
x =T 2(1,2), (2,1)1-1
Agxa "[12x2 2%2 2x2 szz ]
2 = [T 2(1,2), B1(2,1) =(1,2),
By, = [12x2 2x2 2x2 *Oavz ] "Opuz 2x2
A(1,2)
Az Qaxz
X X (31)

Lol

A(2,1), (1,2)
2x2 [12x2 2x2 2x2 Q2x2 ]

= _ Iy _Aun.¥-1.3(1,2) ©(2,1), -1
Coxa = [12x2 2x2 Lk Ooxz ] *Ooxs 1k
.5 ./
2x2 2x2 *

For two interacting dipoles, (28) becomes
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12x2 2x2

det =det[i ]det[i -gl2.1.53-1 .5(1,2)]
=(2,1) b 2x2 2x2 2x2 2x2 2x2
QZxZ 12x2 (32)
= = A(2,1), A1,2)] 2
= det[lzxz ~ Oz 2x2 ]'0
V. Characteristic equation for thin wires

At this point it is instructive to examine a special case of (32). Consider two non-identical objects

with MY =M =0 . In this case the two non-trivial block-dyadics are

Bla), &la,B) §
“(a’u) - "GOPO“ Felaep 0 (33)
2x2 « -
0 0
leading to
dot [[ -3 B F Y B FLP]=0. (34)

As an example, consider thin, perfectly conducting wires oriented along the a-direction, for
which ﬁo = Poiaia and the magnetic polarizability dyadic is negligible. A prolate spheroid model of

a wire, with semi-major axis L/2 and semi-minor axis a, results in [14]

N o)z 1+[1— 2a 211/2
NI i s pe e

ar -1
=—4-1t(£' 1In L -1 as 2-0.
3 12/ | a L
Now, consider three different orientations of the wires. For simplicity, in each case the wires will be

located at f% =x,1,+Vol, —gIz, such that F %" =F 1.

Case a. parallel wires:

Consider the wires to be oriented parallel to the x-axis of Fig. 1., such that 130‘“) = fx Ix Po(“)

with Po(“) defined by (35). The governing equation (34) becomes
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w __23(2),5(2,1), 5(1).5(1,2)
det[1-e5 B» F,%" By F:2]

- 2\1? (36)
=l_€gpo(2) Po(l) e Yr 1 + ZOS + P'OS =o .
a7 r3eo r? r
Making the substitution I'=y r, yields
3
6411+F+IQ)=1——£—£E—— (37)

,/PO‘” PV

which is the characteristic equation for the natural system frequencies of two non-identical, parallel wires
in the large-separation limit. The solution of (37) for the special case of two identical wires will be

considered in Sec. VII and in the appendix. If we further assume the same length-to-radius ratio for both

wires, L™ /a W =L 2 /@ =L, then P{*? =K [L 2] with K= -’61[1n (L) =1], (37)can

be written more directly in terms of the three parameters r, L (1), 1,(2) a5

eT@+T+T?) = £| L 3(_z ) an (38)
L(Z) L :

Case b. collinear wires:

Consider two collinear wires aligned parallel to the z-axis of Fig. 1, such that Bl =1 »1,Po

with PO(“) defined by (35). The governing characteristic equation (34) becomes

det [i ~& B FlY . B ,Z',—"-e(,léz)]
2
e Yr 1 + ZOS - (39)
2n J\ r3¢, r?

= 2 (2) (1)
—l_eo Po Po

resulting in
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r’2mn

\/PO‘Z’ Y

which is the characteristic equation for the natural system frequencies of two non-identical, collinear wires

eT@+I) =1 (40)

in the large-separation limit. The solution of (40) for the special case of two identical wires will be

considered in the appendix. For L% /a ) =L ? /g2 =L, such that P =g [L @] withk
as defined previously, (40) can be written as
r i =z 32
-T = 2 2 & 41
e (1+TY i( (2)) ( (1)) . (41)

Case c. perpendicularly-oriented wires:

To analyze two wires oriented perpendicularly to each other, one may take, for instance,

-

BV =1, 1, P and B =1,7, P,?) . The characteristic equation (34) becomes
det [T -2 B2 A0 B F L] =det{I -6] =1 (42)

so that no frequency exists to yield a singular matrix.

Additional details can be found in [15], where a separate formulation is provided for two objects

configured in a mirror-symmetric fashion.

VII.  Numerical results

In order to demonstrate the accuracy of the presented formulation, the example of two identical,
thin, perfectly conducting parallel wires separated by a distance r=d is considered, as depicted in the
insert of Fig. 2. The wires are in a mirror-symmetric configuration, which admits pure symmetric and
antisymmetric modes. In all results to follow, both wires have L/a=200, and the natural frequencies in
the upper-half s-plane will be considered. For one such wire when isolated, the dominant resonance is

S]?,lL
CT

=-0.0865+j0.9386, computed from a rigorous electric-field integral equation (IE) using a

pulse basis and point matching [16]. Other resonances are available in the literature, e.g. [1].
For the coupled wire configuration described above, the asymptotic formulation (37) becomes

for L/a=200. The migration of the lowest-order anti-symmetric and symmetric mode as a function of
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eT@ +I‘+I‘2)=:»:LO3.1596(-g)3 (43)

spacing d/L is shown in Fig.’s, 2 and 3, respectively. The solid line is the solution from the integral

equation [16], the dashed line is from the perturbation solution formulated in [6], while the dotted line

SO
X . It can

is the solution of (43). The solid box is the location of the isolated body resonance,

be seen that the spiraling behavior is essentially well described by the perturbation solution for
intermediate spacings, and the asymptotic solution agrees very well for larger spacings, as expected.
Fig.’s 4-7 show the radian frequency and damping coefficient for the lowest-order anti-symmetric
and symmetric mode versus spacing d/L. For the modes considered in these figures, the asymptotic
formulation (43) agrees very well with the exact solution for d/L> 10. For all of the IE solutions

presented, 20 pulses were used to generate the natural frequencies.

VL Conclusion

In this report we have examined the natural system frequencies of coupled bodies in the limit of
large separation between all bodies. The general N-body problem is treated in the limit by replacing the
bodies with equivalent dipole moments and solving the relevant scattering problem. Singular solutions
of the scattering formulation lead to a transcendental equation which may be solved to obtain the natural
system frequencies of the coupled bodies. It has been found for two coupled wires that the real radian
system frequency approaches the origin as 1 / r, independent of the relative orientation and type of the
two bodies, and that the damping coefficient approaches the origin approximately logarithmically, as a
function of the body orientation and type. The asymptotic formulation is applied to the example of two
parallel-coupled wires, and a comparison between the asymptotic formulation and an integral equation

solution is made, indicating the accuracy of the asymptotic formulation in the appropriate range.

11-15



1.0
0.9
0.8
0.7

>l

2a 0.6

0.5

Im (sL/c =)

0.4

0.3

"""" asymptotic
----- perturbation

0.2

LI 101 O O L B

0.1

RN EEETE ISR SUETE SN NN NN SN FENEE FR W |

ST VRV VU N UUY SO T S AU ST SO AR NS SO0 S S S SN T S 0.0
—0.50 -0.42 —-0.34 -0.26 —-0.18 —-0.10 -0.02

L |

Re(slL/c )
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separation distance, which varies from d/L=220 to d/L=0.01. Solid box is the location of the
isolated-wire dominant natural resonance.
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BLIND BAYESIAN RESTORATION OF ADAPTIVE OPTICS
IMAGES USING GENERALIZED GAUSSIAN MARKOV
RANDOM FIELD MODELS

Brian D. Jeffs
Associate Professor
Department of Electrical and Computer Engineering
Brigham Young University

Abstract

This report introduces a blind method based on Bayesian maximum a posteriori {(MAP) estimation theory for
restoring images corrupted by noise and blurred by one or more unknown point-spread-functions (psf). The paper
addresses post processing for resolution enhancement of sequences of short exposure (2-10 ms) adaptive optics
(AO) images of space objects. In the problem formulation, both the true image and the unknown blur psf’s are
represented by the flexible generalized Gaussian Markov random field (GGMRF) model. The GGMRF probability
density function provides a natural mechanism for expressing available prior information about the image and blur.
Incorporating such prior knowledge in the deconvolution optimization is crucial for the success of blind restoration
algorithms. For example, space objects often contain sharp edge boundaries and geometric structures, while
the residual blur psf in the corresponding partially corrected AO image is spectrally band limited, and exhibits
smoothed, random, texture-like features on a peaked central core. By properly choosing parameters, GGMRF
models can accurately represent both the blur psf and the object, and serve to regularize the deconvolution problem.
These two GGMRF models also serve as discriminator functions to separate blur and object in the solution.
Algorithm performance is demonstrated with examples from AO images collected at the Starfire Optical Range,
USAF Phillips Laboratory. Results from both real and synthetic data indicate significant resolution enhancement
when applied to partially corrected AO images. An efficient computational algorithm is described.
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BLIND BAYESIAN RESTORATION OF ADAPTIVE OPTICS
IMAGES USING GENERALIZED GAUSSIAN MARKOV
RANDOM FIELD MODELS!

Brian D. Jeffs

1 Introduction

This report introduces a blind method based on Bayesian maximum a posteriori (MAP) estimation theory for
restoring images corrupted by noise and blurred by one or more unknown point-spread-functions (psf). A major
advantage of this MAP approach is that it provides a natural (rather than ad-hoc) mechanism for incorporating
prior information about the image and blur. Use of this prior knowledge is crucial for the success of blind algorithms.
This information is expressed in the form of an image probability density function model, and serves as a regularizing
term in the associated inverse problem.

The term ”blind” as used in this paper refers to a wide variety of uncertainty levels regarding the blur psf’s.
For example, the available psf prior information may consist of high quality blur estimates or parametric analytical
models. At the other extreme, blur knowledge may be limited to simply knowing the psf is non-negative and
spectrally band limited. The proposed method permits a natural representation of any of these degrees of psf
uncertainty in the blur model, and permits refining the blur estimate to be consistent with each frame observation.

Though the algorithm presented here may be used in a wide variety of blind deconvolution applications, we are
particularly interested in high resolution restoration of multiframe adaptive optics (AO) telescopic images. AO
systems can remove much of the atmospheric-turbulence-induced blur in astronomical and orbiting space objects
imagery, but there is typically some adaptation error [1] [2] [3] [4]. Thus, a residual time-varying blur below the
theoretical aperture cutoff resolution limit remains. Though the general structure of this residual blur is known [5]
[6], the detail is not, and varies significantly over a period of milliseconds.

It is often impractical to acquire an accurate sample of the true residual psf by observing a nearby star. This
residual blur is spatially varying, so a natural guide star may not be in the same isoplanatic patch as the object,
and in the case of tracking space objects, no natural reference stars which follow the object are available. When
observing bright objects, it is possible to acquire a sequence of high SNR, closely spaced (in time) frames with
significant blur variation from frame to frame. This scenario is ideally suited to multi-frame blind deconvolution
methods which exploit the blur diversity to solve the difficult blind problem.

As is usually the case, the blind restoration problem addressed here is complicated by the ill-posed nature of the
associated inverse problem [7], and by the fact that blur psf, H, and the true object image, F' can only be identified
in combination (H * F) unless distinguishing prior information is available. This solution ambiguity is due to the
commutative property of convolution which will yield the same observation regardless of whether a given image
feature is contained in H or F'. Therefore, the blind restoration problem is hopeless without a well formed method
of expressing and imposing prior information on the solution. A number of authors have successfully applied various
“hard” and “soft” constraints on the object and blur solutions as a means of incorporating prior information into
the blind multiframe solution [2] [3] [1] [4] (8] [9] [10] [6].

The method presented here includes a new approach for incorporating image prior information in the blind
problem. Probability density functions are used to statistically model available prior information about the structure
of both the true image, F, and the blurring psf, H. We will show that adopting appropriate image and blur pdf
models serves as a powerful discriminating constraint that leads to realistic estimates for both H and F. We will
use the generalized Gaussian Markov random field model [11] because of its ability to represent a wide range of
practical image types [12] [13]. It can accurately model both structured, hard edged fields typical of the true image,
and smooth, “low pass” or “band limited” images typical of blurring psf’s.

The availability of multiple observations with different but unknown blur psf’s, H;, can be a great aid in
estimating F. The multiple frame observation reduces convolutional ambiguity because any image component that

1gponsored by the Air Force Office of Scientific Research, Bolling Air Force Base, DC. The author acknowledges the contributions
to this work from Dr. Julian C. Christou and Dr. Robert Fugate, Starfire Optical Range, USAF Phillips Laboratory.
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is not common to all frames cannot be a component of the F. The method presented below will be developed to
exploit this fact, and will be applicable for both single and multiple frame cases.
We adopt the following familiar linear image observation model

Gi=HixF4m, i=1---M (1)

where G is the i** observed image frame, 7; is additive noise, and ‘+’ denotes 2-D convolution. G;, H;, F, and
n; are all assumed to be realizations of 2-D random fields, but F remains constant between observation frames. It
will also be convenient to use the vector-matrix form of equation (1)

gi=Hf+np, i=1.--M (2)

where g;, f, and 7; are now vectors formed by column scanning the corresponding 2-D images, and H; is the doubly
block Toeplitz convolution matrix corresponding to h; [14].

The frame blur psf’s may be statistically correlated, so the optimal solution requires that the joint pdf across
all frames be considered. For this case, when the H; are not independent, equation (2) must be augmented as

g = Hf+7, where (3)
g = [gug2-eml’, 7=[m,ms, M,

H,
Ho= |

Hy,

2 Problem Formulation

Assuming f and H are statistically independent (a reasonable assumption in practice), the blind MAP restoration
problem may be stated as

7 = argmax py i (f, #(g)
= argmax pgis,h (8l ) ps (f) pr (%) (4)

In order to solve equation (4), we adopt the following density function models. Assuming the noise is zero mean,
white Gaussian, the noise density is given by

_ 1 2
p(m) = —\/'2:747?—6 20 (5)
T Oy

where N is the total number of pixels in the image field. The following development could also be easily adapted
to a Poisson distribution noise model. This approach is favored by some authors in Adaptive Optics restoration
because it more accurately characterizes photon noise in short exposure images [8]. Assuming that the noise is
statistically independent from both the true image and the blur, the conditional probability of g given f and #
can be trivially shown to be

pois,n(BIE, H) = py(g—HE)
1

1 — 57 (&8 — HE)'(g - 1)
——mn—€¢ 77 (6)
V2n oy
The image is modeled as a generalized Gaussian Markov random field (GGMRF), with joint pdf given by the
Gibbs distribution [11]

Pf(f) = 'Z}}‘exP {—ﬂ l: Z bs,tlfs - P+ Z a-!lfSIP:l } (7)

<s,t>ECy SESy
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Figure 1: a) [left] A second order neighborhood. b) [right] The cliques associated with a second order neighborhood.

where C; is the set of all cliques of pixels invoked by the specified neighborhood system, p is the GGMRF shape
parameter, Sy is the set of all pixels in the image lattice, f, denotes the st* pixel in f, and b, ; and a, are potential
weights. 3 is the scale parameter (controlling variance) and Z; is the partition function, which is simply the scale
constant required to insure the pdf integrates to 1.0.

The neighborhood clique system is a critical part of defining a Markov random field, and it controls local pixel
interactions. Figure la illustrates all the neighbors for a single pixel (the center darkened dot) in a second order
neighborhood. A clique is defined as any set of pixels which are all mutual neighbors. Figure 1b shows all possible
geometric configurations of cliques permitted in a second order neighborhood. Cs contains all such cliques over the
entire image, i.e. the union (non repeating) over all pixels of the set of cliques containing each pixel.

A first order neighborhood is defined as containing only left, right, up and down neighbors. The circles in Figure
la located diagonally from the center dot would be excluded from a first order neighborhood. Likewise, only the
first three cliques shown in Figure 1b would be defined in a first order neighborhood.

The GGMRF model is a particularly flexible and useful for image restoration problems because it is capable of
representing a wide variety of statistical image classes using just a few parameters. Equation (7) can be viewed
as a definition for a random texture field. Parameters p, b,: and a, control the structure of this texture. p is
known as the shape parameter, and controls the “edginess,” or transition structure in the image. b, ; and a, jointly
control the correlation structure between neighboring pixels. With appropriate value selections, the model can be
parameterized to generate fields that look like the detail in any desired visual texture, such as gravel, cork, grass,
clouds, sand, waves, natural animal coat coloring, or geometric blocky structures.

Figure 2 shows an example of how shape parameter p affects this texture field. The images shown were generated
as synthetic Markov random fields using Chen’s algorithm to express the model of equation (7) [15]. A first order
uniform neighborhood was used in each example, and only p was varied. We propose that Figure 2a, with p = 0.5,
is a better statistical match for the blocky geometric structures of man-made objects, like satellites, than are the
other three fields. Thus the GGMRF model with p values near 0.5 can serve as a powerful image prior to influence
as restoration solution away from overly smoothed results typical of many other algorithms. This regularization is
accomplished without detailed geometric descriptions of unknown object, but with a simple statistical preference
for the desired texture-like pixel relationships.

For .5 < p < 1.5 (approximately) a MAP restoration using this GGMRF image prior preserves edge detail
and regional structure found in most images of interest. The structural information contained in py(f) is key
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Figure 2: Synthetic GGMRF images. a) [top left] p = 0.5, b) [top right] p = 1.0, ¢) [bot. left] p = 2.0, d) [bot.
right] p = 3.0.

to overcoming the convolutional ambiguity between f and H in blind restoration. Further, due to the Markov
properties inherent in Gibbs distributions, the pdf of any single pixel depends only on the value of its neighbors
as defined in the clique system, C. This greatly simplifies the MAP optimization algorithm because updates need
only consider local neighbor data rather than the entire image at each iteration.

The appropriate blur pdf model is application dependent, and two different approaches will be discussed in the
following sections.

3 Solutions for GGMRF Blur

When the blur function cannot be described by a low order parametric model, or is too random, we must use a
more general pdf model. The GGMRF is again well suited to this task because it can be adapted to favor the
smoother, band-limited image types usually encountered as blur operators. Our notions of what a blur field should
look like are conveyed by specifying a few neighbor potential weights, the GGMRF shape parameter (¢ will be used
to distinguish it from the object shaper parameter, p) and a mean value, ps. This in turn defines a texture class
used to penalize the optimization objective function if a candidate blur differs significantly from the model.

The GGMRF blur model is given by

1
Ph (’H) = Z—eXp - g cs,tl(hs - ﬂh,s) - (ht - ﬂh,t)lq + E dslhs - ,Uh,slq (8)
h <st>€CH SESH

where Cj, is the set of all cliques of pixels invoked by the specified neighborhood system, ¢ is the GGMRF shape
parameter, Sy, is the set of all points in blur the lattice over all frames (set of every pixel in every frame), and c;
and d, are potential weights.

Equation (8) is flexible enough to not only represent a wide variety of blur types, but to also quantify the degree
of uncertainty in the model relative to observation g. Including a mean in the p;(#) model (which was not needed
in py(f)) allows us to incorporate prior information from previous experiments. For example, in astronomical
imaging, isolated stars in a nearby field, or even from frames acquired on different experiments, can be averaged to

12-6




serve as the reference mean. An analytic model can also be used as a mean. The Lorentzian function model may
be used for residual AO blur [5] [6], or a simple Gaussian function for atmospheric turbulence. The GGMRF scale
parameter, o, controls variance, and can be adjusted to match the degree of confidence in the GGMRF model as a
whole. If the mean is a very good estimate of the actual blur, we set the scale parameter high (for low variance),
and keep d, fairly large (positive) relative to ¢, ;. If the mean estimate is very poor, ds is kept small, or zero,
and all u; terms are dropped from equation (8). The model can then still impose the desired texture structure
in #. If the blur is know to be spectrally band limited (e.g. bounded by the pupil cut off frequency), then the
corresponding values of b, ; are large (relative to a,), nearly uniform, and are all positive. It has been shown that
for 1.75 < ¢ < 3.0 and Cj corresponding to a first or second order uniformly weighted neighborhood, this model
produces a random field with smoothed structures typical of many blur operators [13] [12].
Substituting equations (8),(7) and (6) into (4), and performing a little algebra yields

M
£ 1 = i . H.flI12 — £l P
f)% = argl}}’%l ;”gt Hzf” + Z bs,tlfs ftl + Z aslfsl

<s,t>€Cy SESy

+A Z Cs,tl(hs — ph,s) — (he — pn,e )17 + Z dslhs = pn,s|? (9)
<s,t>€ECH SESH

where we have taken the logarithm of the r.h.s. (which does not change the maximization due to monotonicity)
and have dropped additive constants. 4 and A control the relative influence, as regularizing terms, that the image
and blur pdf’s have respectively on the solution. If the neighborhood clique system, Cp does not include cliques
that cross frame boundaries, then the H; are mutually independent, and equation (9) simplifies slightly to

M
f.H = argrg;{l Z |lg: — Hif”2 +A Z Cstl(hs — pns) — (he = pn,e) |7 + Z dslhs = pin,s|?
=1 <8,t>€ECH; SESh;

| DD badfi— AP+ D alflf (10)

<3,t>€Cy SES,

where now Cp; and Sp; contain only cliques and pixels in the single frame, H;.

The theoretical values v and A are functions of p, ¢, and the SNR, though exact expressions for are difficult
to derive. Therefor, these parameters are usually manually adjusted for most desirable results. The following
proportionality relationships give some guidance on how to set v and A.

7o<2ﬂ0',2,, A 2007 (11)

Examples of restorations using the above formulation are presented in Section 6.

4 Solutions for Parametric Blur Models

In this section we develop a restoration solution for cases where significant detailed prior information regarding blur
structure is available. This problem may be referred to as “semi-blind” or “myopic” restoration. Many common
blurring functions, such out-of-focus and motion blurs, are well understood and can be accurately described using
analytical psf models with one or two parameters [16] [17]. For example, if it is known a priori that blur is due
to linear motion, the estimation problem can be reduced to simply finding the direction and extent of the motion.
Rather than independently estimating every pixel in the psf, this two parameter estimation dramatically reduces
the difficulty of blind restoration. Drummond has proposed a low order analytical model for AO residual blur
based on a 2-D elliptic rotation of a Lorentzian function [5] [6]. This model requires only six parameters to fully
describe the AO blur remaining in a partially corrected observation frame, and is a promising model for the AO
space object restoration problem of interest.

For MAP restoration with parametric blur models we treat the parameters as random variables with an associated
pdf, pe(0;), where 6; is the vector of blur model parameters for the ith frame. Applying this expression to equation
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(4) and assuming f is independent of 6; yields

£,0 = argmax pyy(f,0lg)
= argmax pq)s 5 (8f, #(0)) ps (f) po(6) (12)
where 6 = [6;,02, - -,0x]T and () is a known deterministic matrix function of blur parameters, 6.

For polar parameters (e.g. orientation angle) we have used a uniform pdf model, ps(6;) = U(0,2x). For most
other parameters a Gaussian pdf model with a suitable mean value has proven adequate, though this choice is clearly
arbitrary in many cases. Adopting a Gaussian blur parameter model and the GGMRF image prior distribution
leads to the solution

f,6 = arg min lega— G +7 | D barlfs = FP+ ) adlfl?

<s,t>ECy SES;
+ A6 - )R (6 — o) (13)

where Rg = E{(0 — f1)7 (0 — f2)*T } and fig is the multiframe vector of parameter means specified by the operator.
Examples of restoration using this formulation are presented in Section 6.

5 Optimization Algorithms

5.1 Metropolis Algorithm Implementation

Equation (4) is in general very difficult to solve since for most realistic pdf’s it is highly non-linear and has many
local minima. This suggests that a stochastic optimization approach with randomized search strategy, such as
the Metropolis algorithm for simulated annealing, is called for. The following procedural description adapts the
Metropolis algorithm for use in blind, multiframe, GGMRF image restoration. The particular form shown has
assumed both f and H are distributed GGMRF, but the algorithm is trivially modified to handle the parametric
blur model of Section 4.

1. Choose an initial image, f° and initial blur frames, h? (e.g. f® = g; and h? = u).
2. Set initial temperature, Tg.
3. Repeat for k =1 to N, the total number of iterations.

(a) Repeat for the total number of pixels in f.
1. Randomly choose a pixel site, s, without repeating.
ii. Generate a random variate, z; uniformly on Ay, the set of allowed gray levels for f.
ili. Assign y; =z, and y; = ff Vt #s.

. . - . pg[f,h(g|Y:Hk)pf(ysly‘ Vt#")
iv. Assign w = mm{ ' Dats.nEIEEHF)ps (FEIFF VE£s)

v. Replace f* with y with probability w, otherwise set f*+1 = f*,
(b) Repeat for i =1to M.
i. Repeat for the total number of pixels in h;.
A. Randomly choose a pixel site, s, without repeating.
B. Generate a random variate, z, uniformly on Aj, the set of allowed gray levels for #.
C. Let V = [vy,---,vm]¥, where v; = [v; 1, - v N]T. Assign vis = 2, and vj; = hf’t Vi #s.
Assign v; = hf Vi#i.

k41
. _ . Pgiys, A (BIf WV)pn(vi,s|v e Vi, t#s) }
D. Assign w = mln{l Pols,n(EIE T35 )pn (R % | V5 ts)

E. Let #*+! =V with probability w, otherw1se set HFHL = .
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log( 1+k!Tk

(c) Reduce temperature, Ti41 = Tog (2 +F)

Due to the Markov property of Gibbs distributions, the conditional probability densities in the above algorithm
have a particularly simple form which depends only on the neighbors of pixel s. Additionally, since only ratios of
density functions are considered, we may neglect all leading scale (partition function) terms.

pr(fEIfEVE#s) = pr(fEIfFLES)
’Y[ te:S bs "fk f¢ |”+a,|f |P:| (14)

ph(hf,‘,lh;,th,t7£S) = ph( 1s|htt€5 )
~ e'\[ ves, © al(he—pn )= (he=pin,e)|T+de|hs—pn,o|? ] (15)

where 6, is the small set of pixels neighboring pixel s as defined by the clique system C. Examples of restorations
using this algorithm are presented in Section 6.

R
[

5.2 Steepest Descent Algorithm

For certain choices of the GGMRF parameters, equations (9) and (10) represent optimizations of convex functionals,
and can therefore be solved using the much more efficient gradient descent techniques. Sufficient conditions for the
mode] parameters to insure convex optimization are: ¢,p > 1, a5,ds > 0Vs, and b, z,¢,: > 0Vs,t. If p =2, then a
necessary and sufficient condition for the image prior term to be convex is that B be a non-negative definite matrix
with elements B, related to equation (7) by By = —bs ¢, a5 = ) ,c5 Bst, and Bgy = 0 for s & d;. 4, is the set of
neighboring pixels in all cliques containing fs. Similar constraints hold for ¢, and d, if ¢ = 2. These conditions
are not overly restrictive. We have found that with p = 1.1 and ¢ > 2 the image model preserves edge features,
and the blur model imposes sufficient smoothness to separate f from #.
In order to simplify gradient computation, the objective function of equation (10) can be expressed as

JE,H) = (§-HE)T (&~ HE) ++ Trace{Diag{ Y _ b:|f - P.f|"}}
tedy

+X Trace{Diag{d|h — ps|? + Z ctl(h = pp) — Pe(h — pa)]7}} (16)
tEdn

where | - [P indicates element-wise exponentiation of the magnitude and Diag{-} forms a diagonal matrix from a
vector. We have assumed a; = 0 ( a common choice {11}), and that b, ¢, ¢, ¢+, and d, are constant with respect to
s. This assumption restricts the model to homogeneous (spatially stationary) random fields. P; is a permutation
matrix which shifts f to align f; with f,. s and 6, are sets of indices used to select shifts consistent with the
neighborhood structure of C. Since the field is stationary, these sets are independent of 5. For example, in the case
of a first order neighborhood, §; would contain four indices to select up, down, left, and right neighbors. Neglecting
edge effects, an example of P, where t =“nearest neighbor down” would be as follows:

o1 0 -+ 0

P, = 0 0. 1 0 when ¢ is the index for 1 row down. (17)
0 .- 0 1
0 --- 0

The derivative of equation (16) with respect to f is readily computed. However, to compute the derivative with
respect to the 7th frame blur, h;, the first term of (16) is replaced with the equivalent expression ) ;_; M(g —
Fh;)7 (g — Fh;), where F is the block Toeplitz convolution matrix formed from f.

d il .
SIEH) = ~2 " HI (g — Hif) + ap 3 QT QP O sign{Quf) (18)

tedy
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d T
E’h—,-'](f’m = —2F (g — Fh;) +

Ag (Z Q7 Qe (b — pn) |9 @ sign{ Qs (b — pa)} + dlhy; — |97 @ sign{h; — ﬂh}) (19)

teEd,

where Q; = I — P;, ® is the Schur matrix product, and sign{-} is the signum function.

Having used matrix-vector notation to facilitate evaluating the gradients, we now note that the conventional
matrix vector products in equations (18) and (19) involve huge matrices, and are extremely computationally
inefficient. Fortunately, each product corresponds to either 2-D convolution or 2-D deterministic correlation in the
image domain, which can be computed directly with far lower computational burden.

A simple and efficient iterative steepest descent algorithm based on the gradient expressions given above is

M
F¥U = Fryad HE«(Gi— HF s FF)—ayp ) b:Q:%|Qe+ F¥P~! © sign{Q, + F*} (20)
=1 t65f
HFY' = Hf+oF*«(Gi— F*x Hf) = adg Y ciQu % |Qux (Hf — pa)|"™" ©sign{Qe  (H} — p)}
tedn
—ad|(H{ — pa)|*™" © sign{H{ — pr} (21)

where all upper case variables represent 2-D images (rather than the column scanned images), superscripts, k,
indicate the iteration number, ‘%’ represents 2-D deterministic correlation, ‘*+’ indicates 2-D convolution, and « is
the iteration step size. The convolutions and correlations in equations (20) and (21) involving F and H; can be
computed efficiently in the frequency domain using a 2-D FFT based algorithm. Since Q; was formed as the sum of
permutation and identity matrices, it is seen that convolutions and correlations involving @); are computationally
trivial, involving just a simple shift and add, i.e.

Q:xF = F[myn]— Flm—m¢,n—ny], [m—m,n—n] € {the region of support for F'}
Q:+xF = F[m,n}— Fim+ m:,n+ns], [m+ m,n+ n:] € {the region of support for F'} (22)

where m; and n; are the row and column distances to the neighbor indexed by ¢. Restorations results using this
algorithm are presented in the following section.

6 Preliminary Experimental Results

This section presents examples of results for the algorithms introduced above, processing both synthetic and real
data sets.

6.1 Algorithm Evaluation

This section presents some experiments which demonstrate algorithm performance for a variety of model parameters
and operational conditions using synthetically generated image data . The purpose of these experiments is to
provide insight into how various parameter values affect the solution, and to validate both the Metropolis and
steepest descent algorithms.

Figure 3 presents a single frame conventional (non-blind) application of GGMRF MAP restoration using the
Metropolis algorithm. The 5 by 5 pixel uniform blur psf is assumed known. Figure 3a shows the true object, which
is a simple geometric pattern intended to exhibit the sharp edged and constant intensity valued regions expected
in space objects images. Figures 3c and 3d show restorations using p values of 1.1 and 3.0 respectively. The two
results have the same error residual level. Note that the p = 1.1 result much more sharply resolves edges, while
p = 3.0 as an image prior parameter favors smooth edges. These results confirm the applicability of the GGMRF
model for this class of images when p &~ 1.0.

Figures 4 - 6 present a simple demonstration case for multiframe fully blind restoration using the GGMRF model
for both image and blur. The Metropolis algorithm was used to solve equation 10. Figure 4 shows the two frames
of observed data, and the corresponding residual error between the observation and the forward projected image
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(b)

Figure 3: GGMRF MAP restoration of test figure 1 blurred with a 5 by 5 uniform psf, and 35 dB peak SNR. The
psf is assumed known. Results shown are for 500 iterations of the Metropolis algorithm with v = 0.3 and A = 0.001.
a) Original image, b) Observation c) Restoration with p = 1.1, d) Restoration with p = 3.0. Note how p = 3.0
causes over smoothing while p = 1.1 sharply resolves edges.
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estimate using the estimated blur psf’s. The lack of structure in this residual error is an indication that convergence
was achieved. Figure 5a shows the simple true object (again designed to emphasize sharp edge boundaries and
flat regions as in space objects) and 5b shows the blind restoration. Note that sharp edges were preserved, and
all the major features except one of the black dots were recovered. The true psf’s used to generate g and the
corresponding estimates are shown in figure 6. The true psf’s were designed to accurately model the residual blur
in a partially corrected AO system. These psf’s consist of elliptical rotations of Lorentzian functions with different
orientations, with spatially low pass filtered Gaussian random fields added to create a random texture. The mean
blur psf, ug, used in the restoration was a a circular Lorentzian function with full-width-half-max of 1.25 pixels.
The blur estimates show some error due to observation noise, but have captured all of the major structural features
of the true blur.

Figure 4: Observation used for fully blind GGMRF MAP Restoration. a) [left] Observation frames 1 (upper half),
and 2 (lower half). Noise was i.i.d. Gaussian with peak SNR of 53.5 dB (46.1 dB average SNR). The original true
image is shown in Figure 5a, and the blurring psf’s for each frame are in Figure 6a. b) [right] Residual error for
restoration, G — H % F, for both frames. Note the lack of structure indicates convergence was achieved.

Figure 5: Fully blind GGMRF MAP Restoration of the observed data shown in Figure 4a. GGMRF models were
used for both F and H. For F, p = 0.8. For H, ¢ = 2.5. Both used first order symmetric neighborhoods. a) [left]
True image. b) [right] Restoration with 3000 iterations, 70 = 1, A = 10.0, and v = 1.0.

Figure 7 shows an experiment to compare the two algorithms, Metropolis and steepest descent. A single frame
was used in fully blind restoration with first order GGMRF models used for both F' and H. Figure 7a is the true
image, and 7b is the blurred, noise corrupted observation. A 5 by 5 pixel uniform blur was used, and noise is added
for 35 dB peak SNR. The other images in Figure 7 are restorations using various image prior model and algorithm
parameter settings. The top row, ((c), (e), (g)) contains steepest descent results, while the bottom row, ({(d), (f),
(h)) was generated with the Metropolis algorithm. The obvious similarity between results from the two algorithms
serves as a validation of both techniques. The Metropolis results however are somewhat more random (pixel noise),
which is to be expected with a finite duration randomized search method. Figure 7 also provides insight into the
effect of parameters p and 4. Comparing (b) and (c) with (g) and (h) shows how values of p near 1.0 emphasizes
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Figure 6: Blind blur psf estimates of the observed data shown in Figure 4. a) [left] True blur psf’s for frame 1
(top) and frame 2, (bot.). The blurs were 2-D ellipsoidal Lorentzian functions added to a Gaussian random field
generated by low pass filtering white Gaussian noise. The Lorentzian major and minor axis full-width-half-max
dimensions (in pixel units) and rotation angle were [1.5,1.0,7/2}and [1.5, 1.0, —7/8] for frames 1 and 2 respectively.
b) [right] Estimated blur psf/s.

sharp edges in the restoration, while p = 2.0 introduces significant edge smoothing. Comparing (e) and (f) with (g)
and (h) we note that a value of v = 3 produces an under-regularized solution with significant noise amplification
when p = 2.0.

6.2 Simulated Space Objects Restoration Examples

This section presents examples of GGMRF blind restoration of synthetic and actual AO images of satellites. These
results demonstrate the potential of the new method for high resolution recovery of space objects in partially
corrected AO multiframe sequences.

Figure 8 shows the observed image frames for a high noise case with a synthetic satellite image and blur psf’s
taken from actual AO data. A series of 5 partially corrected AQ star images were used as the blurring psf’s, and
noise was added at a level of 20 dB peak SNR. Each observed frame is 64 by 64 pixels. Figure 9 shows the true image
at high resolution (128 by 128 pixels), a single observed frame for reference, and the steepest descent algorithm
result. GGMRF models were used for both the object and the psf’s, with p = 1.1 and ¢ = 2.5. The object model
was first order, while the blur psf model was second order to impose more smoothness in blur estimates. Note that
though the solution is noisy, due to low observation SNR, much of the satellite structure is recovered. Figure 10
shows the blur estimates corresponding to Figure 9. It is notable that the central peak structure of the psf’s are
correctly estimated, though there is noticeable random structure in the halo’s due to the low SNR. The low level
structure has been emphasized in this figure by using a logarithmic grayscale.

Figure 11 shows results for a similar synthetic satellite case, but with higher peak SNR of 60 dB. Again the data
set included five frames blurred with actual AQ system psf’s, but in this case the Metropolis algorithm was used.
Note that the result is significantly smoothed, due to strong regularization imposed by the high value of v = 1.0.
Even with this over regularization, the bands around the main body, the top antenna, the darker disk at the center
of the four panels, and the diagonal crossing bar are resolved.

6.3 Restoration of Real AO Satellite Images

The next experiment uses real AO data, collected at the Starfire Optical Range (SOR) of Phillips Laboratory. The
SOR AO system includes a 1.5 meter telescope with a (approximately) 200 cell fully adaptive deformable mirror
and a Shack-Hartmann wavefront detector of corresponding size in a closed loop control configuration. The data
presented here is from a pass of a METEOR-1 satellite, collected in July or 1995. Partial AO correction was
obtained using the object image itself at the wavefront detector, without the use of a guide star. Figure 12 is a
sketch of the configuration of the METEOR-1 satellite class.
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Figure 7: Comparison between the Metropolis and steepest descent algorithms. a) True image. b) Observed image,
corrupted by a 5 by 5 uniform blur with 35 dB peak SNR. c) Steepest descent restoration with p=1.1 and v = 3.
d) Metropolis restoration with p = 1.1 and v = 3. e) Steepest descent restoration with p = 2.0 and v = 3. f)
Metropolis restoration with p = 2.0 and v = 3. g) Steepest descent restoration with p = 2.0 and v = 50. h)
Metropolis restoration with p = 2.0 and v = 50.
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Figure 8: Synthetic Satellite observation used for Fully blind GGMRF MAP Restoration. Each of the 5 frames was
blurred with a different actual psf taken from an AO observation of an isolated star. a) [left] Observation frames,
with 20 dB peak SNR b) [right] Reconstruction residual error resulting from the solution of Figure 9. Note that
lack of structure in the residual indicates the restoration has converged.

Figure 9: Steepest descent GGMRF restoration of synthetic Satellite data shown in Figure 8. a) [left] High
resolution (128 x 128) true object. b) [middle] An example observation frame (64 x 64). c) [right] Restored image,
40x40 pixel window. Parameter settings were p = 1.1, ¢ = 2.5, v = 0.2, A = 200, = 0.001, and 1,000 iterations.

Figure 10: Blur estimates for synthetic Satellite data shown in Figure 8. a) [left] True blur psf’s. b) [right] Blur
estimates.
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Figure 11: Metropolis GGMRF restoration of synthetic Satellite data with 60 dB peak SNR. a) [left] High resolution
(128 x 128) true object. b) [middle] An example single observation frame (64 x 64). c) [right] Restored image,
40x40 pixel window. Parameter settings were p = 1.1, ¢ = 2.5, v = 1.0, A = 50, and 2,000 iterations.

Figure 13 shows the data set used to compute the restoration. Each of the 10 frames shown is the average
(without alignment correction) of 16 consecutive frames of the original data.

collected with a frame exposure time of 5 ms. This averaging increases SNR, albeit at the expense of the desired
blur diversity. Figure 14 presents the steepest descent restoration achieved using GGMRF models for object and
blur. Note that the solar panels are clearly resolved, and that shadowing at the junction of the lower panel and main
body is evident. Figure 14b shows the result that would be obtained with no object regularization, i.e. without
the GGMRF image prior term. This result is equivalent to the commonly used Maximum Likelihood solution. It
is apparent that without the image prior model, the solution converges to an overly thinned, unrealistic region of
support. Figure 14a is consistent with phase diversity processing of this data reported by Paxman et al [4], and
with results using the algorithm of Jefferies and Christou [1] [2].

i
¥
]
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Figure 12: Diagram of the METEOR-1 satellite class. Drawing courtesy of USAF Phillips Laboratory [18].

6.4 Parametric Blind Restoration Results

This section presents a synthetic data example of the effectiveness of parametric blur GGMRF MAP restoration
as introduced in Section 4. Figure 15 shows a two frame restoration problem where the blur was known to uniform
rectangular, but the extent in the £ and y directions was unknown. The blur parameter vector, 6, is defined with
#; = ‘z direction blur half width’, and 2 = ‘y direction blur half width.” The Metropolis algorithm was used to
compute the results shown, and the object GGMRF was first order with p = 0.8. As shown in Figure 15, the object
is restored with significant resolution improvement, and the blur parameters are accurately estimated.

7 Conclusions

This report has detailed the progress made in multiframe blind restoration for AO systems by the author during the
AFOSR Summer Faculty Research Program. A new theory for maximum a-posteriori blind image restoration has
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Figure 13: Observed data for catalog number 4419, METEOR-1 satellite. Each of the 10 frames consists of the
average over 16 sequential original 5 ms exposure frames. Frames are 32x32 pixels. Note the shift in alignment
and blur extent from frame to frame.

Figure 14: Restoration of the data in Figure 13. A logarithmic grayscale is used to emphasize low level detail.
6,000 iterations of the steepest descent algorithm were used, with p = 1.1, ¢ = 2.5, first order GGMRF object
model, and second order blur model. a) [left] Solution with v = .4. b) [right] Solution with v = 0, i.e. using no
image prior model. This is equivalent to the Maximum likelihood solution, and is seen in this example to overly
thin the solution.
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Figure 15: Parametric blind GGMRF MAP Restoration with 2 observation frames. Peak SNR was 40 dB. a) [left]
Top: Observation frame 1 . Rectangular blur psf with parameters § = [1.5,3]. Bottom: Observation frame 2.
Rectangular blur psf with parameters ¢ = [4,1.75], b) [top right] True image, c) Restoration with pe = [3,3],
4 = .2, and p = 0.8. Estimated blur parameters were § = [1.45,2.94] and § = [3.96,1.73] for frames 1 and 2
respectively.

been developed and its application to reducing the error residual in adaptive optics images has been investigated.
Two new algorithms, and associated computational computer codes have been developed. In particular, these new
algorithms have been shown to be useful in resolution enhancement of space object images collected as a sequence
of short exposure frames in an AO environment.

It is anticipated that the new theory and algorithms presented here will be developed into practical tools for
space objects imaging at US Air Force facilities. This will be particularly useful because in most space object
imaging applications the AO correction is only partial at best. This can be due to difficulty in keeping the object
in the same isoplanatic patch as the LASER guide star, or due to the non-point-like size of the extended object
when using AO without a guide star. With multiframe data, and the methods presented above, it is possible to
recover significant additional edge detail, and in some cases to achieve resolution beyond the cutoff frequency limit
of the telescope aperture.

Experimental restoration results using both synthetic and actual AO data are promising. The preliminary results
presented here are a strong indication that continued effort will be beneficial to the space objects observation mission

of Starfire Optical Range.
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Abstract

The seminal application of membrane structures for space-based communications occurred
over four decades ago with the Echo series of satellites. Today, a resurgence of interest in
membrane structures for extraterrestrial use is developing, due to their potential for reduced launch
mass and stowed volume. Applications for such structures range from planar configurations in
solar sails, concentrators, and shields, to inflatable lenticulars for radar, radio, and optical uses.

The performance of this latter class of applications is studied, with particular emphasis on the

precision of the reflector surface.




MECHANICS OF SURFACE PRECISION FOR MEMBRANE REFLECTORS
Christopher H. M. Jenkins

INTRODUCTION

The seminal application of membrane structures for space-based communications occurred
over four decades ago with the Echo series of satellites [Shortal, 1978]. Today, a resurgence of
interest in membrane structures for extraterrestrial use is developing, due to their potential for
reduced launch mass and stowed volume. Applicatiqns for such structures range from planar
configurations in solar sails, concentrators, and shields, to inflatable lenticulars for radar, radio, and
optical uses.

Three key factors are paramount for the success and user acceptance of this technology:
manufacture, deployment, and performance. Performance hinges critically on the precision of the
membrane surface. The amount of precision is highly mission dependent, and may entail one or
more of the following issues: surface smoothness, deviation from desired surface profile, and slope
€rTor.

A range of precision requirements exist. At one end are the solar sails and planar
concentrators which require maximum exposed surface area and/or flatness. At the other extreme,
membrane optical reflectors may require ratios of aperture diameter to figure error (rms) around 10°
to 10 or more [Rapp, 1996].

For example, the AF Phillips Laboratory has recently undertaken the task of creating a large
optical quality membrane telescope. The membranes on these telescopes will range in thickness
from 10 - 150 micrometers. The maximum acceptable peak-to-peak figure error over the entire
surface will range from 10 - 20 micrometers. (This value assumes that a certain amount of
secondary adaptive optics will be used to correct image errors.)

THEORETICAL BASIS
Background

The problem of the inflation of an initially plane membrane with circular boundary begins
with Hencky [1915]. Earlier, Féppl [1907] had arrived at equilibrium equations for a membrane
plate. These equations were essentially modified von Kérmén plate equations [1910] with the

bending rigidity set to zero. Figure 1 represents a plane elastic sheet with circular boundary of



radius a. The geometry is rotationally symmetric (axisymmetric); we also assume the loading to be
a symmetric pressure p. The sheet has modulus E, thickness h, and Poisson's ratio v
The von Karman plate equations are based upon strains which have nonlinearity introduced

through rotations (squares of slope):

du l[dw)2
e b (n
dr 2\ dr
u
H= (2

where u and w are displacements in the r and z directions, respectively.

The von Karman plate equations in axisymmetric form can be written as:
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where D = Eh?/ 12(1-v2) is the bending rigidity, and @ is a stress function to which the stress
resultants in the radial and circumferential direction are related respectively by:

1do d*® d
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Linear elastic constitutive relations are assumed. It is important to note that the above equations are
not geometrically exact, in that several assumptions have been made.

Hencky provided a solution of the above for the case of zero boundary displacements (u = 0
=w at r = a) and D = 0 by assuming power series for stresses and transverse displacement. Little
interest in the Hencky problem seems to have taken place until the 1940's, when, in conjunction
with a study on air-supported roofs, Stevens [1944] performed an experimental investigation on a
10 inch radius by 0.014 inch thick cellulose acetate butyrate inflated circular membrane. Stevens
compared his results for the deflected membrane shape (which were apparently empirical in nature)

with Hencky’s. Apparently Chien [1948] provided slight corrections to Hencky's solutions for

maximum values of stress and transverse deflection [see also Kao and Perrone, 1971].




Cambell [1956] allowed an arbitrary initial tension in the membrane. Dickey [1967] re-
examined the Hencky problem, this time using a nonlinear integral equation formulation. Dickey
provided a plot of u(r) for various values of the Poisson's ratio. Weil and Newmark [1955] provide
some experimental evidence that validate Dickey’s predictions. We discuss later the important
relationship of u(r) with the surface precision.

Kao and Perrone [1971] used a relaxation method, developed earlier by Shaw and Perrone
[1954], to solve the Hencky problem [see also Kao and Perrone, 1972]. Schmidt and DaDeppo
[1974] and Schmidt [1974] used a perturbation analysis based on odd powers of r (actually 1/a), in
conjunction with the Marguerre shallow shell equations (which collapse to the von Karmén plate
equations when there exists no initial curvature), to determine the maximum values of the stress and
transverse displacement in the Hencky problem. In a series of articles, Storakers [1983] uses a
power series in even powers of r (or r/a) for stresses and transverse displacement (odd powers of r
for u(r)).

F6ppl-Hencky-von Kéarmén from Shallow Shell Theory

Inherent in the Féppl-Hencky-von Karmdn (FHvVK) theory are a number of assumptions
which must be understood if this is to be a predictive tool for precision membrane reflectors.
This large deflection theory is an extension of linear plate theory, in which no distinction is made
between the reference (plane) configuration and the deformed configuration. Hence we find
FHvK describing a non-planar deformed configuration in terms of reference configuration
variables u(r), w(r), N,, etc.

Questions immediately arise: Is N, the tangential or meridional stress, or its radial
component? In the case of uniform distributed loading, does the load remain always in the same
initial direction, transverse to the reference plane of the membrane, or is it a “follower” load, i.e.,
a true pressure?

A more rational approach to deriving a large deformation membrane plate theory begins
by writing equilibrium equations in the deformed configuration. This puts us in the domain of
shell equations, and we need only ignore the initial curvature and related effects to collapse back
to plate theory. Although many shell theories exist with different levels of complexity, an

excellent starting point for our purposes can be found in the so-called “simplified Reissner



nonlinear axisymmetric shell equations,” or SRE for convenience. We follow here Libai and
Simmonds [1988], and Weinitschke and Grabmiiller [1992].
We take a cylindrical-polar coordinate system with basis e, eg and e, The SRE can be

written as:

!

C[rF"+F'cos¢0 - lFJ-F coS g, —cos(d, +#)+ c[(r2 pH) + vrpT:l =0 (6)
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where C = 1/Eh, D = Eh’/ 12(1-v2), ¢, is the initial orientation of the meridional tangent
(measured from the base plane of the surface of revolution), ¢ measures the rotation of the
meridional tangent during deformation, v is Poisson’s ratio, ' denotes derivatives with respect to
meridional arc length, pt is the meridional component of load, py is the r component of load, V is
the z component of the meridional stress resultant Ny, F = rH, and H is the r component of the
meridional stress resultant N,

To collapse to the circular membrane, we let differentiation with respect to arc length be

replaced by differentiation with respect to the radial coordinate r, and set ¢, and D equal to zero.

Then we get:
1 [
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From (10),
rN ;sin
_V M ¢=rN,cos¢ (12)
tan ¢ tan ¢




Now substituting (13) into (9), and noting that py; = 0 for the plane membrane problem,

we get

r

w1
C[rF +F ——F)+1-—cos¢+Cvrp,,sin¢=O (13)

After performing the indicated operations and some algebra, we get
C(r2N¢ ' cosg+ 3rN¢' cosg+2rN, cos’ ¢ +r2N¢ cos"¢)+ l-cosg+Cwp, sing=0 (14

Note that no assumptions have been made up to this point on the smallness of the meridional
tangent angle ¢

Now, to arrive at the FHvVK equation corresponding to (4), we assume that ¢ is small such
that cos¢p — 1, sing — ¢ ~ dw/dr, and that cos'¢ = 0 = cos”¢ . Then expanding 1 - cos¢ and

keeping only quadratic terms

2 2
1 1(d
—cosg=1- A z—¢2z—(lj (15)
2 2 2\dr
we get
2
r’N, +3rN¢=-§ﬁ(i‘3] (16)
2 \ar

which is precisely the FHvK result, when (5) is substituted into (4), and N is replaced by N,. (In
(17), the term Crvpyd is neglected since the error associated with this term is roughly the same

order of magnitude as that inherent in shallow shell theory; see Libai and Simmonds, 1988, p.

222.)

This exercise makes clear a number of issues left unresolved from the FHvK formulation.
1. There is no need to make an assumption that the loading is other than normal to the

membrane always, i.e., the loading is indeed a pressure loading.

Various authors have suggested that the loading in FHVK is transverse, i.e. the loading is not a

follower load like pressure, but always maintains its original orientation. Fichter [1997] in fact
includes an additional force term not included in the original FHvVK formulation to account for
pressure loads. There is no way to determine the exact nature of the loading from the original

FHvK formulation, due to its lineage from plate theory. Ultimately, it will take careful
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experimentation to resolve this question, but the result of the above exercise suggest that the

loading is indeed a follower or pressure load.

2. Stress resultants are indeed “in-plane” or tangential resultants.

Various authors confuse the FHVK problem by describing stress and displacement in terms of the
undeformed configuration. That is, radial stress and displacement are used where meridional

stress and displacement are called for. Again, the distinction cannot be made from the plate-

based FHvK theory itself.

3. The order of approximation error inherent in the FHvK formulation is exposed. The error

between the SRE and FHVK results ought to be of the same order as the error in assuming the
cosine of a small angle is approximately unity. FHvK makes this assumption relative to the

deformed membrane slope (dw/dr) and membrane slope angle (¢). That is,
tan¢=ﬂzsin¢ (17)

Hence, approximating sing by ¢ itself is like approximating tan¢ with sing . It is easy to show

that this is identical to approximating cos$ by unity (except for a negative sign):

tan¢—sin¢=_cos¢—1 (18)
sin g cos¢g

SURFACE PRECISION METRICS
General

Thomas and Veal [1984] report on surface precision measurements of membrane reflectors,
with various gore/seaming configurations. They suggest that an “rms surface error” of 1 mm is
suitable for membrane reflectors with frequency applications less than 15 Ghz; they do not define
rms surface error. Plotting the deviation of the actual membrane surface from that of a true
parabola results in a “W-shaped curve” or simply a “W-curve.”

One measure that categorizes curved reflector or imaging surfaces is the so-called f/D ratio
or “f-number”, where f is the focal length of the surface and D its diameter. Values of £/D around 1
or 2 are typical for an optical imaging surface, while solar concentrators might be in the 15 - 35
range; note that the lower the f/D, the greater the surface curvature. Murphy [1986, 1987] studied
“stretched membrane heliostats” (large, nearly flat, concentrating solar reflectors) which are inflated

into a doubly-curved surface with /D around 14. The surface profile was assumed to be parabolic,
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and initial tension was considered. Palisoc and Thomas [1995] suggest that the variation of elastic
modulus with strain over the membrane surface can be large, and may be a major cause of surface
inaccuracies.
Surface rms

From a structural perspective, a common surface precision metric is the rms measure of
surface deviation. This metric has had a long tradition in the antenna community [see, e.g., Ruze
(1966), Zarghamee (1967), Fichter (1984), and Meyer (1985)]. The mean of the square of the

surface deviation & of the current configuration relative to a reference configuration is found

from

o [f,6%vad
(s >=%va% (19)

where v is an “illumination function”; for uniform illumination, v = 1, which we assume in
what follows.

If the reference surface is a sphere, the calculation is relatively straightforward. The
element of surface area of a spherical cap is dA = pzsin¢d¢d9, where p is the radius of the
sphere, ¢ is the polar angle, and 8 is the azimuthal angle. In this case, the denominator of (29) is
easily shown to be equal to 2pw,, where w; is the “height” of the cap as measured from its base
plane. Note that for the axisymmetric cases of interest here, geometry, kinematics, and kinetics
are independent of 8, and we conveniently use the 2-dimensional surface profiles and cylindrical-
polar coordinates. In that case, the integral of d6 merely provides a factor of 27 to both
numerator and denominator, and can henceforth be disregarded.

In order to evaluate the numerator of (29), it is most convenient to write the equations of
both reference surfaces relative to a cylindrical-polar coordinate system having origin at the
center of the sphere (circle profile). This is trivial for the surface of the sphere, but requires a
translation of coordinates for the membrane surface as it is usually described, where the origin of

coordinates usually resides in the base plane.

Consider for example the so-called Stevens’ equation for the circular membrane profile:

2 5
w(r) = w0(1—0.957—0.1 is—) (20)
a d




where w and z are used interchangeably. We translate coordinates to the center of the sphere (~

coordinates) whose great circle passes through w(0) and w(a). Then a little geometry shows that

W(r)=w(r)+yp* -a* (21)

Now & can be written as:

6=p—§=p— r

+° (22)
Then using the fact that integration takes place from ¢ =0 to |

2

2
¢=¢max=cos“[ il J (23)

P

<8> can be determined using (29).

However, if the reference surface is a paraboloid, one must resort to a formulation written
in paraboloidal coordinates (¢, &, ), with origin at the focus of the paraboloid and where 6 is as
above. The paraboloidal coordinates (overbar coordinates) are related to the cylindrical-polar

coordinates through the complex relationship [Jeffreys and Jefferys (1972)]:
c+iE=Vz+ir (24)
where i = V-1. Then solving for the cylindrical-polar coordinates in terms of the paraboloidal
coordinates gives
r=2g, F=¢’-¢’ (25)

As in the case of the sphere, we take the paraboloid that passes through w(0) and w(a). In
this case it can be readily shown that w, = a’/4f, where f is the focal length of the paraboloid.

The surface area of the paraboloidal cap can be shown to be [Wilkes (1997)]:

3/2
8z fZHHK“—J —1} (26)
3 S

The coordinate transformation is then

W=w+ f-w, (27)

and & can be written as
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§=p-R=p~Vr' +W* (27)

Wavefront Error

The ideal parabloic reflector will image an axial (i.e., parallel to the paroboloid axis)
bundle of monochromatic rays at a unique spot on the paraboloid axis, viz., the focal point. Any
deviation of the surface from a true paraboloid will result in slightly different image distances for
different annuli of the reflector. Hence the focal point becomes a focal “spot” in a two-
dimensional plane perpendicular to the optical axis. Such imaging errors are called spherical
aberrations [Walker, 1994]. '

Optical engineers characterize such aberrations in terms of wavefront error, or number of
waves of optical path difference. In typical high-performance optical systems, wavefront errors
are on the order of a small fraction of the wavelength of interest. Wavefront error may be
specified as peak-to-valley (PTV) or as rms.

SURFACE PRECISION OF AN IDEAL INFLATED CIRCULAR MEMBRANE

An inflated membrane reflector was simulated using finite element methods (FEM). The
reference configuration is a 0.005 inch thick plane circular membrane of diameter 42 inch and
elastic modulus 500000 psi. In most cases, the membrane is inflated to F-numbers (F# = ratio of
focal length to aperture diameter) around unity. For example, with an inflation pressure of 0.75
psi and Poisson ratio of 0.4, the central deflection is about 2.46 inch, with resultant focal length
of 44.9 inch, or F# = 1.07. (One case uses a pressure of 0.075 psi, which clearly results in much
larger F#s.)

The nonlinear FEM code ABAQUS was used to analyze a one-quarter symmetry model
comprised of 288 2nd-order membrane elements. Due to the fact that the membrane has no
stiffness to resist the initial pressure loading, some sort of starting scheme must be implemented.
In the present case, elastic “springs” or rod elements were applied transversely to the undeformed
membrane to provide the requisite transverse stiffness. After a small inflation increment, the
springs are removed and full inflation is achieved.

FEM-generated surface profiles, in the form of nodal displacement data, are fit with nth-
order polynomials by a Levenburg-Marquardt (nonlinear least-squares) procedure [Press et al.,

1986]; typically n = 7 here. Equivalent parabolas are found in a similar manner, wherein the



parabolas are forced by limiting the polynomials to a formy =a + bx>. The polynomials are then
passed through surface rms and wavefront error estimators as described previously.

In Table 1, two pressure loadings are considered: p = 0.75psi and 0.075psi. Note that the
FEM results for either case “over predict” the center deflection relative to Hencky, particularly so
for the 0.75psi case.

For the 0.075 psi case, the maximum slope angle is about 7 degrees, and for the 0.75 case
it is about 15 degrees. (This was determined from the derivative of the 7th order polynomial
curve fit to the FEM data, then evaluated at the boundary.) To get a rough estimate of the error
at this time, we find the average slope angles are about 3 and 7 degrees, respectively. (These are
found from taking the average of the derivative of the polynomial above.) Note that the errors
are in the same direction, but under predict the central deflection data by about half. (Clearly, the

angle approximation error should be more “cumulative” than the average slope angle would

suggest.)

The point is this: the inflation case of 0.75 psi is. pushing the limits of accuracy of the
FHvK theory. (In this case, w0/a = 2.46/21 = 0.117 and wO0/h = 2.46/0.005 = 492!) Note how
much closer the FEM & FHvK results are for the lower pressure. As the cosine of the slope

angle continues to deviate from unity, the error between FEM & FHVK increases, and the FHVK

“under predicts” the “exact” deformation.

pressure  |[w0 Hencky |w0 fem |%diff. |max phi |avg phi |(cos phi-1)/cos phi
0.075 1.1269565 |[1.13 -0.27007 (-6.938 [3.09  [-0.145719703
0.75 2.4279541 [2.459 |-1.27868 |-15.057 |6.7 -0.688187948

Table 1. Error in FHvK theory as a function of slope angle.

Table 2 provides results of precision metrics for FEM simulations. Both surface rms and

wavefront error (PTV and rms) are given. Inflation pressure is a constant 0.75 psi for each case,
while the Poisson ratio of the membrane material is varied. (Also shown is one case of pressure
equal to 0.075 psi.) Wavefront errors were determined using on-axis 0.55 micron wavelength
monochromatic light. Wavefront error is given both in number of waves (at 0.55 micron) and

mm. Surface rms values are given in mm, thus allowing comparisons to be made.
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pressure |Poisson |1/2 aperture |w0 |focal length |F# PTV Wavefront | RMS Wavefront | RMS surface
(psi) (inch) (inch) | (inch) (waves) (waves)/(mm) |(mm)

0.75 0.25 21.00826216 |2.62 [42.113 1.00229 [9841.5 2738.7/1.51 1.721798
0.75 0.3 20.961742 2.569 |42.759 1.01992 (9202.4 2561.2/1.41 1.69584
0.75 0.35 20.901481 2.516 |43.409 1.03841 [8707.3 2441.98/1.34 1.59548
0.75 0.4 21.0072825 |2.459 |44.866 1.06786 |7643.98 2141.4/1.18 1.433964
0.75 0.45 21.147018 2.398 [46.622 1.10233 |6513.97 1814.4/0.998 1.258159
0.75 0.49 20.9876 2.346 |46.939 1.11825 |6417.98 1814.9/0.998 1.215917
0.075 0.4 20.99010795 |[1.13 |97.474 2.32190 {3192.9 n/a - [0.611973

Table 2. Comparison of precision metrics.

The minimum error is given with the highest Poisson ratio. This is to be expected given
the physical arguments of Jenkins and Marker [1997], which explains why the inflated circular
membrane is never a parabola. A plot of rms surface error versus Poisson ratio is shown in
Figure 2.

CONTROL OF SURFACE PRECISION

Passive and active methods are possible for control of surface precision in membrane
reflectors. The fundamental passive technique is to manufacture the reflector in such a way that
it achieves as close to parabolic profile as possible upon inflation. Palisoc and Thomas [1995],
and Palisoc and Huang [1997], report on a computer code that allows for flat gores to be cut to
achieve such a construction.

Other possibilities for passive techniques include tailoring material parameters such as
thickness, CTE, modulus, homogeneity, etc., to achieve the desired profile. Studies on varying
the thickness distribution of the undeformed membrane to achieve either a parabolic [Vaughn,
1980] or spherical [Hart-Smith and Crisp, 1967] profile upon inflation have shown that, in both of
these cases, thickness must initially increase from center to edge in order to achieve either of these
desired shapes.

Concepts for active control include electrostatic, thermal, and boundary manipulations.
Electrostatic forces can be used to deform metalized membrane reflectors, e.g., BY using a
planar electrode with a planar membrane. A potential difference between the electrode and
membrane causes an electrostatic attraction or repulsion, thus forming the reflector surface.

Discrete control is possible. [See Rapp, 1996 for a summary.]




Application of temperature gradients to the reflector may be used to effect changes in the
surface profile. Haftka and Adelman [1985] investigated such a scheme analytically for large
space structures. Selective heating of the membrane surface via a laser is an intriguing
possibility.

Manipulating the boundary (rim) of the reflector has been shown in simulations to be
effective. Jenkins [1996], Jenkins and Marker [1997], and Marker and Jenkins [1997] have
shown that the figure error in the inflated membrane profile can be reduced through judicious
boundary displacements [see also Natori et al., 1989]. .
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Abstract

The modification of frequency and field amplitudes of an extraordinary wave (X wave) by a time-varying
magnetoplasma medium is considered. An explicit expression for the amplitude of the electric and magnetic fields in

terms of the magnetoplasma parameters and the new frequency is obtained. Based on the qualitative results, one

many conclude that the mode conversion takes place in the neighborhood of @, = ®© .




Mode Conversion in a Time-varying Magnetoplasma Medium

Dikshitulu K. Kalluri

L Introduction
The main effect of switching a magnetoplasma[1-17] is the splitting of the source wave into new waves
whose frequencies are different from the frequency of the source wave. When the medium properties change slowly
with time due to slow change of the electron density in the plasma, one of these waves whose initial frequency is the
source frequency will be the dominant new wave in the sense that its field amplitudes' will be significant. Other
waves have field amplitudes of the order of the initial slope of the electron density profile. The case of longitudinal
propagation is already discussed in [13, 16-17]. The case of transverse propagation involving X-waves[18] is the

topic of this report. A more complete account of this research will be published elsewhere [19].

II Transverse Propagation
I1.1 Development of the problem
The geometry of the problem is shown in Figure 1. Initially, for time f < 0, the entire space is considered

to be free space. A uniform electromagnetic plane wave with a frequency ® , propagating in the positive z direction

and the electric field in the positive x direction is established over the entire space.

The fields of the source wave are given by:
E(z,1) = XE, e’ "7, t<0, (12)
H(z,t) = pH e’ "™, t<0, (1b)
where k_ is the free space wave number, E, =m,H,, 7, is the intrinsic impedance of free space, and
Jj= \[:1_ . A static magnetic field B, is present along the y-direction.

At time 1 = 0, the entire space is converted into a time varying plasma medium. The plasma medium is

spatially homogeneous and unbounded. Therefore the wave number ko remains constant[1]. The free electron
density N(¢) is slowly increasing to a certain value N, with zero initial value. Therefore the plasma medium has

a time-varying plasma frequency ® p(t ) and an electron gyrofrequency @, given by

N(@)
o) = 1 (2a)
msa
B
0, =" (2b)
m
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where g is the absolute value of Othe charge, m the mass of the electron, and B, the magnitude of B,. With these

assumptions, we can write the fields for £ > 0 as follows:

E(z,0) = [RE () + 2E, ()7, >0, (3a)
H(z,0) = JH  (t)e ™, ' t>0, (3b)
v(z,0) = [fv, () + 2v, (), 1>0, (3¢)

where v(z,1) is the velocity of an electron. The differential equations for these fields can be obtained by using the

Maxwell equations:

- oH '
VXE=—-u, —, 4
HO at ( a)
OE
VxH=¢ —+J. 4b
e @0
From (3) and (4) the following differential equations are obtained:
0H, E
Y o_ ’ 5
na at -]0)0 X ( a)
OE 1
—+ =7 H -—J,, Sb
ot JO,M, ¥ g, x (3 )
1)) 1
L=——J.. 5
ot g, o

Here J_ and J . denote the current density components. The current density vectors are closely related to the

motion of the electron charges.

11.2 Current Density Vector

In the previous section, we obtained three equations with five unknowns. Two more equations are needed

to determine the five unknowns. The equation of motion of the electrons is given by the Lorentz force equation:

av
m— = [E+vxB,]. )

The velocity vector may be related to the current density vector. When free space is slowly converted into plasma, it

is necessary to impose the requirement that the electrons born at different times have zero initial velocity [12-13].

Applying these concepts to the case of transverse propagation [14] we obtain the equations for J, and J, given

below:

dt = sowf,Ex +w,J,, e (72)
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2z

dat

=g,0,E, —0,J,. (7b)

I11.3 Higher order differential equation
Equations (5) and (7) are the first order coupled differential equations that contain time-varying and
complex coefficients. Generally, it is difficult to obtain exact solutions, but reasonable approximate solutions can be

obtained. Equations (5) and (7) are manipulated by differentiation and substitution and a fifth order differential

equation for E , is obtained:

E® + 4E® + BED + g[SE? + (20 +303)E, ]+
x x x g x 4 p x

dg dzg ®
< BEY +0,E )+ E =0,
dt( x b z) dl‘2 x
where
A=0l+205 +0;. (9a)
B=0lo;+0,0,+0,. (9b)
dw?
o=—2" 9
& dt (9¢)

We neglect 4

g
dr’ dr’
simpler and is given by:

E® + AE® + BED + g[SE® +(20) +3w?)E,]=0. (10)

2. 2 . . . . .
and o~ since @~ () is a slowly varying function of time. The equation for E_ becomes
p y varying q x

11.4 Riccati equation

To solve (10), the WKB method can be applied [15]. A complex instantaneous frequency function, p(/).

is defined such that

e p0E, (i
- Then
E® =(p+p’)E,, (12a)
E® =(p+3pp+p)E,, (12b)
E = (5 +4pp+6p°p+3p" + p)E, (120
EO) = [(p + Sp5 +100p + p1)p + 2 +3pi)p+ pOIE,. (120

Substitution of (12) into (10) gives
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P +5pp +10(p+ p*)p+52p° +3pp)p+p° + (13)
Ap+3pp+ p*)+ Bp + gl5(p + pP)+ (207 +302)]= 0.

This Riccati equation can be solved to zero order and the solution gives real frequencies of the new waves.

IL.5 Frequencies of the new waves
Welet p = j® in(13)and neglect higher order terms ( p, P, D, p(4) , &, and their powers), then we
get
©’ - Ao’ +Bo =0. » (14)

The solutions to this equation can be easily obtained as

foro, <®,,
o, =[${4+V4*-4B}}, © (152
0, =[E{4-A-4B )%, (150)
(03:—0)]’ (15C)
0, =-0,, (15d)
w;=0, (15e)
for w,>0,,

o, =[3{4-V 4 -4B}}", (162)
0, =[+{4+V4*-4B}}, (16b)

0:)3:—(1)]’ (16C)
W, =—0,, (16d)
0, =0. (16¢)

We split the solutions into two regions given by (15) and (16) to obtain the same initial values at ¢ = 0.
Consequently, in both regions, the first wave has the same initial value ®, and may be considered as the modified
source wave (MSW). The other waves may be considered as new waves created by the switching action and are of
the order of g(0) = g,. Equations (15) and (16) are the same as those that can be obtained from the consideration
of conservation of the wavenumber of the X wave in a time-varying, unbounded, and homogeneous plasma medium
{15].

Equations (15) and (16) show that five new waves are geénerated when ¢ > 0 as a result of the imposition of
the magnetoplasma. The first two solutions are transmitted waves while the next two are reflected waves. Since 5

is zero. the fifth solution is not a wave.
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11.6 Amplitudes of the Fields of the New Waves

Amplitudes of the fields of the new waves can be obtained by expanding the frequency function to include a

real part. Let p = o + jo . Neglecting higher order terms except O ,0 ,and g, we can get the relation for o :

g(50% - 202 -302)-o(100; -34)o,

_ 1
" 50’ —340° + B an

o

11.7 Complete Solution
The complete solutions to the problem can be represented by the linear combination of the five new modes.

Let’s suppose the field components have the following form:

E, = EZA expl [ (Jo, (1) + 0, ()], a®)
To determine the unknown coefficients 4, , we can use the initial conditions at /= 0.
E(0)=E,, (192)
E.(0)=0, (19b)
H, (0)=H,, (19¢)
J.(0)=0, (19d)
J,(0)=0. (19)

Symbolic manipulations [20] have been done to obtain the coefficients:

ol +ldolol +o!

A=1-7 - , 20
A, = jg, O T, (20b)
- 20, +0,) (0, -0,)
1

A= jg, ——5 5> 20
4, =-Jg, s 7 (20d)

A0, -0,)0,+0,)
A;=0. ' (20¢)

The above expressions become singular when ®, = ®,. The evaluation of the unknown constants using (18)

makes it possible to describe the transmitted fields and the reflected fields completely in terms of their time-varying
envelope functions and the frequency functions. The resulting expression is

E(z,)= E, Y. A, expB,(H)]exp[(6,(1) - k,2)], @1)

n=|
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where

0,(N=[o,@)dr, (222)

B,(1)= [, (v)r. @2)

I1.7 Explicit Expressions for the Amplitudes of the Fields
The expression for g in terms of @ may be obtained by differentiating (14):

220° - oo
=52 2 2 - (23)
207 -0, - 20,
From (17) and (23), a(f) can be expressed as
(024-20Q0k +02)0*)o 200 | o
a(t) = 2 2 2 2 4 2 2y o 2, 0~ . (24)
202070, ~30,0, +®, +20,0,) G(G-0;) 20G
where
2 2 2 2 4
G = \/4w'co;~4cooco;+coo , (252)
o= (0’ -0,-G)/2. (25b)
We can integrate (24) to obtain [3(¢):
_ , y — |0
‘ 1 , o, G+4o, -40.0,
B(1) = [ a(t)dt =~ In(G-0}) + in 26)
0 2 2ot —d0’o; ®
-0 o b
w(0)
11. 8 Adiabatic Analysis of the Modified Source Wave
For the first wave, from (26),
. 2 2
F(r) = exp[B, ()] = e x @)
PLP 20] -0, - 20, -0,

2

2

2 2 2 4 2 2 Vo wt-ae?
o, 2col—coo—2a)p+\/ooo—4cobcoo Joi-40j0}
4
@, o0+ Jo! 40w’

In (27) the factors including the last exponent are real for (D(Z7 > 4(02 . For other ranges, some of these factors are
“complex but easily computed by using mathematical software [15]. For small g , and @, sufficiently different

from 0,. 4 =1 and the other A coefficients are negligible. Only the first wave has significant amplitude and it
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may be labeled as the Modified Source Wave (MSW). Each of the fields of the MSW may be written as a product of

an instantaneous amplitude function and a frequency function:

E (z,t) = E,e, () cod®, (1) k,2]. (282)
H,(z,1) = H,h, () cos®, (1)~ k,2]. (28b)
T
E (z,t)=E e, (1) cos[el (t)—k,z+ 5} (28¢)
where the instantaneous amplitude functions are given by
e (t)=F(1), (28d)
ho(f) = —2— F(1) 28
00 .
cobco;
e (1) = F(1), (289)

N0 CHORCHORH

and the power density function S(7) is given by

@, 2
S(t)=— (t)[F(t)} . (29)

For ®,<< ®, the amplitude functions reduce to

! 20)2(@3 +(of,(t))ln —2—9”,—~ —(Di(t)(_%)j +2wf,(t)) o}
~ > 4 o, +0, )
C’A\,(f)z SN 1+ Y 3 , (30a)
0 + 02 (1) 40202 +030))
1
e(t)'“( o y w/ Sl (30b)
T e r0,() ol oltel(n)
For ©,>> @, and ®,>> ©
305(1)
e (Hzl-——"5—. (30¢)
4 o,
o (1)
e ()= ——"—. (30d)
('ob(oo

Graphical results given in Section III are obtained by computing F(1) from (27). The results are verified using

(22b) involving a numerical integration routine.
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III Graphical Illustrations and Results
An exponentially varying electron density profile is used for an illustrative example. The time-varying

plasma frequency is considered as:
200N 2 11 _
0, ()=, [1-exp(-bt)]. (3D
The results for the first wave are presented in a normalized form by taking ®, = 1. The parameter bis
chosen as 0.01. Figures 2, 3, and 4 show the characteristics of the MSW. It has an 1ipshifted frequency (Fig. 2)
compared to the source wave frequency ®, when ®, <®, and a downshifted frequency when ®, >®@,. The

amplitude function e, (¢) (Fig. 3) of the MSW decreases with the increase of ®, aslong as @, <®,. However, it

increases with @, for @, > @, . The amplitude function 4, () follows a similar pattern. The amplitude function

e,(t) changessignas ®, value crosses ®, = @, (Fig. 4).

Figures 5, 6, 7, and 8 show the variation of the saturation values (# — 00 ) of the frequency and amplitude
function of the MSW. The horizontal axis is @ ,. However, in the neighborhood of ®, = ®,, the assumptions
A, = land all other 4’s are zero are not valid. The following validity condition is obtained by restricting the
magnitude of the second term on the right hand side of (20a) to be less than 0.1. The validity condition is

bcof, v |
> 20— . (32)
)

o

o>

o

From Figures 5-8, the following qualitative result may be stated: as the value of ®, crosses @ ,, there will be a

rapid change in the frequency and the fields of the source wave, signifying a mode conversion.

IV Conclusion
The creation of a time varying magnetoplasma medium splits the incident wave into four new waves having
different frequencies in the case of transverse propagation. Two of the waves are transmitted waves and the other
two are the reflected waves. The first wave whose initial frequency is that of the incident wave has the strongest

intensity compared to the others and is labeled as the MSW. Based on the adiabatic analysis of the MSW, the

following qualitative statement may be made: as the value of @, crosses ® ,, there will be a rapid change in the

frequency and the fields.
We still have difficuity in quantifying the behavior of the fields in the neighborhood of @, = ® . The

accuracy of the solution degrades since ® at f =0 tends to infinity as ®, tends towards ®,. In this

neighborhood the higher order terms become important. The aspect of the effect at @, = ® , is currently under

investigation using a very different approach and the result will be reported in due course.
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Adiabatic solutions given in this paper can give explicit analytical description for the frequency and the

amplitude of the modified source wave except in the neighborhood of @, ~ ® ,. Based on the qualitative results,

one many conclude that the mode conversion takes place in this neighborhood

[10]
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CHEMICAL OXYGEN-IODINE LASER ON AEROSPACE AND INDUSTRIAL
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Abstract

Chemical Oxygen-Iodine Laser (COIL) technology has received considerable interest over
the last several years due to its short, fiber-deliverable wavelength (1.315 microns), scalability to
high powers (tens of kilowatts, cw), and potentially high beam quality. Unfortunately, materials
processing demonstrations to date have been performed with relatively small COILs producing
very poor quality beams (M* > 100). This paper documents the cutting performance of a high
beam quality COIL. Cut depth and width on a variety of materials is documented as a function of

various process parameters. Also, the optical quality of the laser beam is evaluated in this study.
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MEASUREMENT OF THE CUTTING PERFORMANCE OF A HIGH BEAM QUALITY
CHEMICAL OXYGEN-IODINE LASER ON AEROSPACE AND INDUSTRIAL
MATERIALS

Aravinda Kar

1. Introduction

Lasers have been successfully used for commercial cutting applications. CO; and Nd:-YAG
lasers are usually used for such applications. Chemical Oxygen-Iodine Laser (COIL) is a scalable
high power laser at wavelength 1.315 pm that can be used for various types of materials
processing. Kar et al." briefly discussed the basic principle of COIL and demonstrated the thick-
section cutting capability of COIL. Atsuta, et al.2 showed that the cutting capability of a 1 kW
COIL is equivalent to a 1 kW Nd:YAG laser and about 2.5 times better than a 1 kW CO laser.
They presented a simple two-parameter model and empirically determined these two parameters
by fitting the model to their experimental data in order to predict the scaled cutting capability of
COIL?.

Tikhomirov®, Schuocker®, and Powell’ summarized earlier studies on laser cutting of various
types of materials. Chryssolouris and Choi®, Biermann et al.”, and Molian and Baldwin® examined
the effects of cutting gas jet on laser cutting. Ohlsson et al.’ compared the effectiveness of laser
and abrasive water jet cutting processes. Laser cutting of highly reflective materials such as
copper and aluminum was investigated by Thompson'®. Hack et al."' used glass fibers to deliver
Nd:YAG laser to the workpiece in the power range up to 2.3 kW to cut materials.

The interactions of various process parameters during laser cutting have also been studied by

1'2, and Schuocker® analyzed the material

using mathematical models. Schuocker and Abe
removal process during laser cutting. Li and Mazumder™ presented a mathematical model for
laser cutting of wood. Modest and Abakians', Bang and Modest', and Roy and Modest"’
carried out heat transfer analysis for evaporative cutting. Belic and Stanic'®, and Belic'® used
empirical parameters to develop a simple model for laser cutting.

The purpose of this work is to investigate the cutting capability of COIL for various types of
materials such as aluminum, copper, nickel and titanium. The experimental data are also

compared with a scaling law to evaluate the accuracy of the theoretical model.
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2. Mathematical Model

Various cutting parameters, such as the laser power, spot size, cutting velocity, and cut depth
and width, can be shown to be related to one another through a scaling law'. In many instances,
the laser resonators produce multimode beams. A detailed thermal analysis for heating due to
multimode laser beams can be found in Ref. [20]. However, the scaling law of Ref. [1] provides a
simple relationship among various cutting parameters. That scaling law, which was obtained by

considering lumped energy balance, is given by the following expression.

A
0 1
Wy +A3vak M

e

where the coefficients Ay and A; are defined as

106A
A0=, @)
+2l k -T
A;=408x10-3x Lk (Im —To) 3)
and
2y =167x1073 A cp(Tm ~Tg)+Lm +BL,, ] 4

In these expressions, d, / and wy are in units of mm, v is in m per min, P is in kW, and all
other variables are in standard SI units. A, is related to the absorptivity of the substrate at the
laser-material interaction zone, and the term containing A; is associated with the loss of energy by
heat conduction from the melt pool at the kerf to the surrounding solid region of the workpiece.
Most of the molten material is usually removed from the kerf by the assist gas during metal
cutting. Only a fraction, B, of the melt is vaporized. Since P is generally unknown, it is arbitrarily
chosen to be 0.1 in this study. Eq. (1) is written for a COIL beam of rectangular spot. It is
applied to circular spots in this study by taking / and wy equal to the diameter of the beam in Eq.

G).
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3. Experimental Procedure
A RADICL device (Research Assessment, Device Improvement Chemical Laser) located at

the U.S. Air Force’s Phillips Laboratory in Albuquerque, New Mexico, was used to carry out
cutting experiments. The laser was operated with a stable resonator to produce a circular COIL
beam with very few transverse modes. The multimode focal spot diameter was calculated to be
0.24 mm. Each cutting sample was mounted on a stepper motor-controlled, horizontal translation
stage, and scanned through the focal region at a constant speed. High pressure nitrogen gas was
used as the cutting gas that was delivered to the laser focal spot region with a rectangular nozzle.
A stainless steel tube of internal diameter 16 mm was flattened and shaped to form a rectangular
nozzle with dimensions approximately 1.5 mm wide by 27 mm long. The nozzle was oriented to
coincide its length with the laser focal spot in a horizontal plane, and was fixed at a 45’ angle from

the normal to the workpiece.

4. Results and Discussion

The above scaling law is used to analyze the effects of various process parameters during
laser cutting. The values of thermophysical properties, that are reported in Table 1 from Ref.
[21], are used in this study for numerical calculations by using Eq. (1). These theoretical results
are compared with experimental data that are listed in Table 2. Some of these data are taken from
Ref. [22] as pointed out in Table 2. The absorptivity of the workpiece was chosen to be the
calculated values®! based on the Hagen-Ruben relation for the liquid phase at the melting
temperature. The absorptivities for Al, Cu, Ni and Ti are taken®' to be 0.18, 0.14, 0.29 and 0.39
respectively.

Figure 1 shows comparisons between the scaling law [Eq. (1)] and experimental data for
cutting aluminum. The theoretical curve passes through some of the data points, and exhibits
similar trend as the experimental data. Another curve is plotted in this figure by choosing Ao =
1.1 and A; = 0.4 to show the effects of these two parameters on the cut depth per unit power
(d/P). It should be noted that extremely good kerf edge quality (very little dross) was obtained

when an aluminum workpiece of thickness 9.83 mm was cut at the speed, v = 16 mm/s with a
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COIL beam of focal spot diameter 0.24 mm and power, P = 4.7 kW with nitrogen cutting gas of

gauge pressure about 75 psig. The kerf width for this case was found to be about 0.91 mm.

Figure 2 shows a comparison between the scaling law and experimental data, where the

theoretical prediction is very close to the experimental result. However, more data are needed to

correctly evaluate the model predictions. As in the case of aluminum, extremely good kerf edge

quality (very little dross) was also obtained for copper for the cutting parameters listed in Table 2.

Table 1. Typical values of thermophysical properties.

Values of thermophysical properties
Thermophysical properties Aluminum | Copper Nickel Titanium
Density, p [kg m™] 2700 9600 8900 4510
Melting point, Tr, [K] 933 1356 1728 1940
Boiling point, T [K] 2723 2833 3180 3558
Specific heat, ¢, [J kg K] 899 385 444 523
Thermal conductivity®, k [Wm™ K] | 92 170 90.7 28
Thermal diffusivity*, o [m® s™] 3.8x10° |43x10° [23x10° |082x10°
Latent heat of melting, L, [J kg™ 3.88 x 10° | 2.05 x 10° | 2.92 x 10° | 3.65 x 10°
Latent heat of boiling, Ls [J kg™'] 1.08 x 10" | 4.80 x 10° | 6.38 x 10° | 8.89 x 10°

*Values at the melting temperature in the liquid phase for Al, Cu and Ti, and values at the

melting temperature in the solid phase for Ni.
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Table 2. Laser cutting data for various materials.
Material | Gas Pr. | Power, P | Cut depth | Kerf width | Cutting | vwi d/p
[psig] [kW] d [mm] wi [mm] | speed [m mm/min] | [mm/kW]
v [m/min]
75 47 9.83 0.91 0.96 0.8736 2.09
- - - - ~ 0.2136" 2.5953
- - - - - 0.2136° 2.8015
Al .
- - - - - 0.0534 4.0733
- - - - - 0.534 1.9225
- - - - - 1.335° 0.8930
- - - - - 2.475° 0.7630
Cu 10 4.6 1.09 1.02 24 2.448 0.2370
70 42 8.76 1.02 0.6 0.612 2.086
Ni 80 4.46 6.5 1.14 0.9 1.026 1.457
80 3.43 12.95 0.94 0.3 0.282 3.775
75 42 8.38 1.27 2.16 2.7432 1.9952
Ti 75 42 13.41 1.14 1.08 1.2312 3.1929
75 5.65 11.73 1.09 1.62 1.7658 2.0761

"Data from Ref, [22]
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Figure 1. Comparison between theoretical results and
experimental data for cutting aluminum using COIL.
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Figure 2. Comparison between theoretical results and
experimental data for cutting copper using COIL.
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Figures 3 and 4 represent results for titanium and nickel respectively. The theoretical curves

15 T .
\ | Experimental data
Y\ ~--- Empirical:
12 N UP=Svw H03w )T ]
"\ ———— Theoretical: i
N dIP=2.45/[vw, +0.62(vw,)V7]

SF \\ Absorptivity = 0.39

vw, [m/min][mm]

Figure 3. Comparison between theoretical results and
experimental data for cutting titanium using COIL.
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Figure 4. Comparison between theoretical results and
experimental data for cutting nickel using COIL.
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in these figures underestimate the cutting capability. Good agreement is achieved between the
theory and experiment by choosing Ao = 2.45 and A; = 0.62 for titanium and Ao = 2.1 and A3 =
0.5 for nickel. Since the theory predicts the cutting data fairly well for aluminum and copper, it
suggests that the energy utilization mechanism during titanium and nickel cutting is different from
the cases of aluminum and copper.

Besides cutting experiments, the divergence angles and mode number for the COIL beam
are also evaluated in this study because the determine the optical quality of the laser. The
aluminum, copper and titanium cutting data in Table 2 except those taken from Ref. [22] were
obtained from a chemical oxygen-iodine laser (COIL) stable resonator with the z-pass
configuration in which the reflectors at the output coupler and diagonal pass were flat mirrors,
and the farthest reflector from the output coupler was a concave mirror. Circular laser beam was
produced by using a circular output aperture in the resonator. The divergence angles are
calculated at the output aperture based on the resonator and laser parameters given below. It
should be noted that the calculated divengence angles provide the theoretical minimum values that
are expected to be higher in practice due to the aberrations caused by the focusing lens.

Calculations of divergence angles for both circular and rectangular laser beams are presented

below for stable resonators.

4.1. Resonator parameters

Circular beam:

Radius of curvature of the output coupler, Ry =

Radius of curvature of the concave mirror, R, = 2500 cm

Distance between the concave mirror and output coupler, L = 710 cm

Diameter of the output aperture, D, =2.54 cm

Rectangular beam:
Radius of curvature of the output coupler, Ry = o
Radius of curvature of the concave mirror, R; = 2558 cm

Distance between the concave mirror and output coupler, L = 770 cm

15-10




Width of the output aperture in the x direction, Dy = 2.48 cm
Width of the output aperture in the y direction, Dy = 1.22 ¢cm

4.2. Radius of the TEM,, mode at the output aperture, wy for stable resonators>

1/2

1_

w% =_)\7,CL_[ 818,(1-8187) 2] ,g1=1-LR;, andg;=1-L/R,
(81 +8, —28187)

4.3. Beam parameters for the higher order Gaussian COIL beam of wavelength, A = 1.315 um

Circular beam of mode TEM,:

wp =0.217228 cm

Mode number, M = (2p+/+1)"? = D,/(2wo) = 5.846392
Divergence of the TEMy, mode, 6 = 2A/(ntw,) = 0.38538 mrad
Divergence of the TEM,; mode, 6,; = M0 = 2.253 mrad

Rectangular beam of mode TEM,,,:

wp = 0.2216167 cm

Half-length of the waist in the x direction, wox = 0.2216167 cm

Half-width of the waist in the y direction, woy = 0.2216167 cm

Mode number in the x direction, My = (2m+1)"? = D,/(2wx) = 5.595

Mode number in the y direction, M, = (2n+1)"? = Dy/(2wq,) = 2.753

Divergence of the TEMy, mode in the x direction, 6, = A/(rtwq,) = 0.18887 mrad
Divergence of the TEMgp mode in the y direction, 6, = A/(mtwoy) = 0.18887 mrad
Divergence of the TEM,,, mode in the x direction, Omx = M8x = 1.0567 mrad
Divergence of the TEM,,, mode in the y direction, Omy = M,8y = 0.52 mrad

5. Conclusions

Experiments have been conducted to cut different types of materials, and the data are
compared with the results obtained from a scaling law. The scaling law for cut depth per unit
power, d/P, agrees well with the experimental data for aluminum and copper, and deviates

appreciably from the titanium and nickel cutting data. This suggests that the mechanism of the
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laser and thermal energy utilization during aluminum and copper cutting is different from the cases
of titanium and nickel cutting. The COIL beams used in the cutting experiments had very few

higher order modes.

Nomenclature

Absorptivity of the substrate at the laser-material interaction zone

Thermal diffusivity of the substrate

“Boiling coefficient”, the fraction of the kerf width above the boiling temperature
Specific heat of the substrate at constant pressure

Kerf depth

Thermal conductivity

~ F a e ™ e »

Length of the rectangular COIL beam spot
Ly Latent heat of boiling
L.  Latent heat of melting

P Laser power of the incident beam at the surface of the workpiece
T Melting temperature of the substrate

To Initial temperature of the substrate

v Velocity of the scanning laser beam

wy  Kerfwidth
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QUANTUM CHEMICAL CHARACTERIZATION OF THE ELECTRONIC
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Abstract

The finite cluster method is employed to calculate activation energies for the
passivation/depassivation reactions of hydrogen with the dangling bond center at
the (111) Si/SiO, interface. Initial results including only nearest neighbors do not
reproduce the experimental values. It is shown that an accurate and reliable
quantum chemical treatment is feasible for a large cluster model using a general
"model within a model" approach. Possible further simplifications are discussed

along with future applications and developments.
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QUANTUM CHEMICAL CHARACTERIZATION OF THE ELECTRONIC
STRUCTURE AND REACTIONS OF SILICON DANGLING BONDS IN Si/SiO,.
REACTIONS OF H, AND H AT THE SILICON (111) INTERFACE.

Bernard Kirtman

Introduction

The creation of a silicon surface will leave unpaired electrons in dangling bonds
located at the silicon atoms where Si-Si bonds have been broken. In the production
of metal/oxide/silicon (MOS) devices most of these sites are passivated by the
thermal oxidation which is used to form the amorphous SiO, (a-S5i0,) layer.
However, the defect sites that remain at the Si/SiO, interface (known as P, centers)
are electrically active and sufficient in number to seriously impede device
performance. It has been found {1} that annealing at ~ 400° C in a hydrogen ambient
leads to a dramatic decrease in their density, which tends to resolve this difficulty.
On the other hand, the devices can be damaged by hot electrons or radiation which
causes depassivation due to (re-)generation of P, centers. In either case the damage is
enhanced by the presence of hydrogen {2-5}. Thus, characterization of reactions
involving the interfacial P, defects with hydrogenic species is crucial to
understanding the passivation/depassivation of MOS devices.

The properties of a particular P, center will depend upon its nearest neighbors
and, to a greater or lesser extent, on the non-local environment as well. From an
experimental point of view the most potent tool for characterizing the local
geometry has been ESR spectroscopy {6}. On the basis of ESR a single dangling bond
center, known simply as P, , has been identified at the (111) interface and two
centers, known as P,, and P,; , at the (100) interface. The g-tensors observed for P, and
P,, are almost identical. Both exhibit axial (or near axial) symmetry about the (111)
direction with component values that are typical of silicon dangling bond centers
having three silicon atoms as nearest neighbors. The #Si hyperfine satellite data for
these two centers yields A-tensor parameters that are consistent with the above
analysis and yield an estimated p-character substantially greater than sp® for the
dangling bond orbital. It is interesting that the P, g-tensor shows a deviation from
axial symmetry in the (111) direction, although the component values are not very
dissimilar from P,, and P,;. The one hyperfine measurement carried out for P, at a
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single orientation shows that the separation of the satellite lines is comparable to
that of P,,. |
The primary ESR signal can also be used to monitor the density of
paramagnetic centers during the course of a reaction. In particular, this technique
has been used to obtain rate constants for H, passivation of P, centers and for
dissociation of hydrogen atoms from the (diamagnetic) passivated HP, defect. For
the (111) interface Brower {7} found that the rate of passivation by H, is proportional
to the density of P, centers at the interface and to the H, concentration. From this

one may infer the reaction:
P,+H, --> HP+ H (1)

The observed rate constant, measured as a function of temperature in the range
230°-260° C, is accurately described by the Arrhenius equation with an activation
energy E = 1.66 + .06 eV. Subsequent vacuum thermal annealing of the passivated
HP, centers in the temperature range 500°-600° C leads to recovery of paramagnetic
P,. Since the dissociation rate is proportional to the HP, density, and there is a large
deuterium isotope effect, it was concluded {8,9} that the pertinent reaction is:

HP,—-->P,+ H; E,=256¢eV (2)

Again, the rate constant data is well fit {8,9} by the Arrhenius expression giving an
activation energy for dissociation of E; = 2.56 + 0.06 eV.

In addition to the passivation reaction of Eq.(1) it is useful to consider the
reverse abstraction reaction. Thus, if TS refers to the common transition state, then -

P+ H, --> TS; Ef=1.66eV (3a)
and

HP,+ H --> TS ES. (3b)
Evidently, the combination Eq.(3a) - Eq.(3b) + Eq.(2) corresponds to the overall

reaction -

H, > 2H.
This means that E,f- E" + E, = 4.22 eV - E " should equal {10} the dissociation energy
of H, in SiO,. It has been argued {8,9} that the latter cannot be very different from the
dissociation energy of H, in vacuo, which is 4.52 eV. That being the case, E," should
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be close to 0.0 €V since any greater value will increase the discrepancy beyond 0.30
eV.

Passivation kinetics corresponding to Eq.(3a) have been investigated {11} for
the P,, and P,; centers at the (100) interface over the temperature range 213°-234° C.
Although the results were similar to those obtained at the (111) surface, it was found
that the data could not be fit by a single-valued E/ Thus, the activation energies
were determined as a mean value plus a Gaussian spread. For the P, and P, centers
Ef= 151+ 0.30eV and 1.57 + 0.30 eV respectively. As far as the activation energies
are concerned P,, is somewhat closer to P, than is P, Indeed, on the basis of several
different passivation experiments, Stathis and co-workers {12-14} have argued that
P,, is certainly different from P, and that the latter behaves more like P,. Very
recently, Vanheusden, et al. {15} have made analogous observations in the course of
examining Si/Si0,/Si structures. In this regard, then, there is an inconsistency
between ESR and hydrogen passivation studies that remains to be resolved.

Quantum chemical calculations may be able to play a significant role in
characterizing the several P, centers. In principle, such calculations can be used to
test atomic scale models based on the interpretation of experimental data. Different
models can be compared and new experiments suggested to verify predicted
structures. In order to succeed, however, it must be demonstrated that the
computational methods employed are of sufficient accuracy and reliability. Thus, we
focused our attention initially on determining activation energies for hydrogen
passivation/depassivation at the (111) P, center. This is the center that is best
characterized experimentally and stationary points on the reactive potential energy
surface (equilibrium geometries and energies; TS geometries and energies) are the
most straightforward properties to obtain.

Once a satisfactory approach has been developed, then the stage will be set for
branching out in several directions. Thus, we will be able to investigate the
technologically dominant P,, and P,; centers at the (100) interface. Also of interest are
the radiation-induced (as well as intrinsic) E' silicon dangling bond centers in the a-
SiO, layer that are thought {16} to play a key role in the transport of hydrogenic
species to the Si/SiO, interface. This is not to mention the occurrence of oxygen
paramagnetic centers which, so far, have been of lesser concern.

Other key properties apart from activation energies will also become
accessible. The electronic g-tensors and hyperfine coupling tensors fall into this
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category. Measurements have also been made {17,18} which yield the population of
P, electronic energy levels within the silicon bandgap as a function of the position of
the Fermi level. Computation of this property can provide yet another important
handle on the microscopic characterization of the P, center.

The use of quantum chemical computations as an interpretive tool of its own
is worthy of mention here. From such calculations one can distinguish between
local contributions to physical properties and medium-long range effects.
Furthermore, it is possible to analyze results in terms of classical electrostatics,
exchange effects, electron correlation, ... and to investigate the role of through-bond
vs. through-space interactions, orbital hybridization, etc.

In the next section we discuss briefly three main approaches that may be
utilized to carry out quantum chemical modeling of large aperiodic systems. Of
these the finite cluster treatment has been chosen for our initial studies. In order to
combine practicality with accuracy and reliability a variety of what may be called
"model within a model" techniques are employed. Similar techniques have been
used in the past to improve the accuracy for a given finite cluster and, recently, a
general approach to extending the size of the cluster has been presented by
Morokuma and co-workers {19-23}. Both modalities are employed here with
systematic testing in so far as possible. In addition, it is shown that the treatment of
Morokuma, et al. may be extended to give the local geometry at stationary points
directly rather than through an indirect energy optimization.

The "model within a model" method for large clusters requires a high level
treatment of a small cluster followed by correction for the difference between the
large cluster and the small one obtained at a lower level. The small cluster is defined
in the third section where it is also demonstrated that calculations can be done at a
sufficient accuracy for our purposes. Then we construct the large cluster, test various
lower levels of treatment and consider further reductions of level. Finally, the
major conclusions of this work are presented along with a discussion of proposed

future developments.

Methods

There are three major approaches to the quantum chemical treatment of large
aperiodic systems. The one that we shall utilize here is the most straightforward,
namely the finite cluster method. It assumes that the property in question is
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sufficiently local so that it can be well-represented by means of a relatively small
finite cluster molecular model. In applying this method the dependence of the
property on cluster size should be carefully monitored for convergence.

A variety of techniques are available for embedding a small cluster within a
larger system. All of these, either implicitly or explicitly, make some approximation
regarding the interaction terms. This leads to an "effective" Hamiltonian, or an
"effective” projected Hamiltonian, which is used to represent the embedded cluster.
Although we do not employ an embedding technique in this investigation it is a
consideration for the future as noted in the final section.

The third general approach is the supercell method. It is the theoretical
analogue of biomolecular crystallography. That is to say, one defines a unit cell
containing a finite cluster model and reproduces that cell so as to form an infinite
periodic array. This makes it possible for band structure computational techniques to
be applied. The supercell method does not appear to be advantageous for the current
investigation and will, therefore, not be considered further.

If it were possible to determine accurate and reliable electronic structures
from semiempirical calculations, then it would be feasible to treat large finite
clusters directly. In order to test that proposition we carried out MNDO calculations
on the first nearest neighbors (NN=1) cluster model. As shown in Fig. 1(b) the
nearest neighbor silicons are terminated by hydrogen atoms. In the TS of Egs.(3a)
and (3b) the silicon P, center and the original H, molecule are linearly aligned as
expected. The P-H distance, R;, and the H-H distance, R,, are reported in Table I
where it is clear that very different values are obtained by a high level ab initio
treatment (to be discussed later). Likewise large discrepancies (0.78,1.00 eV) can be
seen for Ef and E, This confirms the lore that semiempirical methods are
inadequate for transition states. The same is true for molecular force fields, i.e.
molecular mechanics.

We conclude that ab initio methods are required to give even reasonable TS
results for small model clusters. In fact, we will see that only a high level ab initio
treatment will provide Ef, E;” and E, to within the desired accuracy of 0.05 eV. This
does not mean that lower level ab initio calculations, or even a semiempirical
treatment, will be unsuitable for accomplishing the transition from small to large
clusters. In fact, as mentioned in the Introduction, Morokuma and co-workers {19-
23} have presented a general framework for achieving high accuracy using lower
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level methods. The general (approximate) relation that they exploit may be written

as -

(large; high level) = (small; high level) + [(large; lower level) -
(small; lower level)] 4)

It is presumed that the correction term in square brackets may be evaluated with
sufficient accuracy at a lower level of treatment. Of course, the definition of "high
level” and "lower level" must be specified and, for that matter, the same is true of
"small" and "large". In arriving at the definitions tests should be carried out to
verify that a justifiable claim of accuracy can be made. Eq.(4) is a one-step procedure.
Of course, it is also possible to make the transition from the small to large cluster
through any number of intermediate steps as Morokuma, et al. have noted.
Morokuma’s prescription has been used to determine energies and, thereby,
stationary point geometries. We will see that it can also be employed directly to
obtain values for local internal coordinates at the stationary points.

In ab initio calculations, the level is specified by the electronic structure
method and the basis set indicated by (method/basis). For a given cluster a desired
(accurate/large) result may be estimated from -

(accurate/large) = (less accurate/smaller)

+ [(accurate/smaller) - (less accurate/smaller)]

+ [(less accurate/large) - (less accurate/smaller)] (5)
This relation presumes that the method and basis set corrections are additive. The
validity of Eq.(5), like that of Eq.(4), must be established for each individual case. In
this study we will see that it can be used to obtain a high level small cluster result to
be used for the first term on the rhs of Eq.(4).

Small Model Clusters
The first small cluster that we examined was the model without any nearest

neighbors, i.e. NN=0 in Fig.1(a). It may be noted that the value of E/ for the (111) P,
center is not very different from that of the (100) P,, and P,; centers. Indeed all three
values lie within the range 1.51-1.66 eV. Thus, an NN=0 cluster model is not

entirely absurd.
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A UMP2/6-31G** calculation is generally sufficient for determining a good
geometry. So this is where we began. The key TS structural parameters, i.e. R, and
R,, obtained at this level are reported in Table II(A). By comparison with UMP2/6-
311G** we see that the basis set is adequate. On the other hand, upon going from
UMP2 to CCSD(T) R, and R, change by 0.02 A and 0.06 A respectively. We conclude
that CCSD(T) is required for an accurate TS geometry. If CCSD(T) is taken as the
standard, then the UHF bond lengths show substantially larger errors than the MP2
values.

The commonly used B3LYP version of density functional theory will often
give equilibrium geometries that are closely comparable to MP2. Recently, Truong
{24} has pointed out that the same is not true for transition states. He has found,
however, that Becke's {25} Half and Half (BHH) treatment of electron exchange
along with the Lee, Yang and Parr {26} correlation potential (LYP) will give
satisfactory results. We have confirmed Truong's observations for the NN=0 cluster
model. The last column of Table II(A) shows that, compared to CCSD(T), the error in
both R, and R, has about the same magnitude as for MP2, but is opposite in sign.
What surprised us was the fact that the BHHLYP geometry optimization took much
longer than MP2 to execute using GAUSSIANY4.

Although CCSD(T) is required for an accurate TS geometry, such a high
quality geometry is not necessary in order to obtain accurate activation energies.
This is demonstrated in Table II(B) where we show the results of CCSD(T) energy
calculations carried out at the MP2 and CCSD(T) geometries. In all circumstances a 6-
31G** basis set was employed. As we've already seen that this basis yields satisfactory
geometries (its suitability for the calculation of activation energies will be discussed
shortly). Evidently, the differences in E./, E; and E, for the two geometries are on the
order of 0.01 €V, which means that the MP2/6-31G** geometry should be sufficient
for our purposes.

The next step was to determine the effect of increasing the level of treatment
for the energies with the geometry calculations done always at the MP2/6-31G**
level. In Table II(C) the first two rows yield a comparison of MP2 values for E;/, E;f
and E, obtained with either the 6-311G** or the 6-31G** basis set. The discrepancy
between the two rows ranges from 0.043 eV for E, to 0.111 eV for E. We conclude
that the difference between a valence double zeta and a valence triple zeta basis is
small but significant. Adding additional diffuse functions (for both hydrogen and
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silicon), as in the last row of the table, leads to negligible changes ( <~ 0.005 eV ). By
comparing the first and third rows we obtain the effect of using the CCSD(T) method
rather than MP2 with the same 6-31G** basis in either case. It turns out that the
effect varies from 0.006 eV for E, to 0.107 eV for E." to 0.103 for E,. In this case our
conclusion is that the effect is, again, small but significant.

On the basis of the calculations reported in Table II we judge that the desired
high level treatment for the small model cluster in Eq.(4) is CCSD(T)/6-
311G**/ /MP2/6-31G**. Is it satisfactory to reach this level using Eq.(5) with MP2/6-
31G**//MP2/6-31G** as the starting point? A test of that notion for the NN=0
cluster is provided in Table III. The first row of the table gives the "exact" result and
the last row the predicted value. Rows 2 and 3 are the corrections due to the basis set
and the method respectively. The total correction varies in magnitude from 0.117 to
0.160 eV while the error in the predicted value is less than 0.026 eV for each
activation energy. It appears that the goal of 0.10 eV accuracy in the final result can
be met by the approximate additive approach of Eq.(5).

It is straighforward to extend the approximate calculations of Table III to the
NN=1 cluster. A summary of the values obtained for NN=0, NN=1 and experiment
is provided in Table IV. Note that including first nearest neighbors leads to
substantial changes in the (non-observable) TS geometry. It is also true that, in each
case, the presence of the first neighbors leads to significantly improved agreement
with experiment. However, the remaining discrepancy is still large. It is certainly
larger than one might expect {27} from corrections to the barrier height due to zero-
point vibrations, tunneling, etc. Thus, one must conclude that it is critical to take
account of more distant neighbors and/or non-bonding interactions with atoms in
the a-SiO, layer. Alternatively, one may have to consider the possibility that the
experimental interpretation is not completely correct.

Large Cluster Model

The addition of second nearest neighbors to form the NN=2 cluster model includes
more silicons but introduces no new qualitative features. With third nearest
neighbors (see Fig.2) oxygen atoms appear for the first time and closed silicon rings
as well. Since the effect of these features would need to be investigated in any event
it was decided to skip the NN=2 case and proceed immediately to the simplest
model which has oxygen and closed silicon rings. Thus, we constructed a Si,;OH,,
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cluster containing: (1) all second nearest neighbors, plus (2) all third nearest
neighbor oxygen atoms, plus (3) all third nearest neighbor silicon atoms that give
rise to ring closure. The resulting cluster model is presented in Fig.2. (not shown are
the terminating hydrogen atoms). A similar model has been investigated by
Edwards {28,29) who included all third nearest neighbors and carried out an MNDO
electronic structure calculation.

For the large Si,;OH,, cluster we employ the general approach of Eq.(4). The
low level treatment considered initially was UHF/6-31G**. As a test we carried out
calculations in which the NN=0 model was taken to be the small cluster and the
NN=1 model the large cluster. An argument can be made that this is a worst case
scenario. The results reported in Table IV were obtained using a 6-31G** basis
throughout; thus only the method is listed. It is readily seen from the table that the
UHF/ /UHF energy corrections reproduce the CCSD(T)//MP2 values to within 0.015
eV for Ef, E" and E,. The numbers in parentheses are the best high level estimates
found by applying Eq. (5) to determine CCSD(T)/6-311G**//MP2/6-31G** values as
described earlier. In comparison with the latter our conclusion given above (i.e.
agreement of UHF//UHF to within 0.015 eV) remains unchanged.

Since geometry optimization is the most time-consuming step we have
undertaken some calculations to see if the UHF/3-21G geometry would be acceptable
instead of UHF/6-31G**. Table V(A) shows that there is remarkably close agreement
(0.005 eV) between UHF activation energies obtained with the two different
geometries. Indeed, this close agreement prompted us to look at the possibility of
utilizing Eq.(4) directly to predict the geometry of large clusters. We focused
specifically on the TS parameters R; and R, since they are, by far, the most sensitive
to changes in the description of the electronic structure. The values reported in
Table V(B) show that the difference in these bond lengths due to transition from the
NN=0 to the NN=1 cluster varies little, i.e. < 0.006 A, from a UHF/3-21G to a
UHF/6-31G** calculation. The variation from UHF/6-31G** to MP2/6-31G** is a bit
larger, but still less than 0.036 A (out of 0.111 A for the difference between NN=0 and
NN=1) in the worst case.

Accurate calculations for the large cluster are feasible at the UHF/6-31G**//
UHF/3-21G level of approximation. However, such a treatment requires extensive
computational resources. Further simplifications will, therefore, be explored before
proceeding along this path. As far as geometry optimization is concerned, it should
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be possible to accurately guess most of the optimized internal coordinates from
calculations that have already been done plus other small model results.
Geometrical parameters for the bonds and bond angles involving oxygen, for
example, can be obtained from a cluster where the dangling bond of the NN=1
model is replaced by a hydroxyl group. In a similar vein, relatively small models
containing 6-membered silicon rings can be constructed to yield the geometrical
parameters for these structures. At the very least, we should be able to limit the
optimization on the large cluster to just R;, R, and, perhaps, a couple of other
internal coordinates. If these coordinates cannot be accurately guessed, then we will
proceed to consider effective core potentials, smaller basis sets and semiempirical
methods. The latter will be tested in conjunction with Eq.(4) before moving on, if
necessary, to the ab initio UHF/3-21G level. The same options will be considered for
the single point energy calculations at the optimized geometries.

Conclusions and Future Developments

From our work thus far we can draw two major conclusions: (1) sufficiently
accurate quantum chemical calculations can be carried out on large clusters to
definitively characterize the atomic level structure and reactions of silicon dangling
bonds in Si/SiO,; and (2) for hydrogen passivation/depassivation reactions of the P,
dangling bond at the (111) interface a first nearest neighbors model does not confirm
the currently accepted microscopic description. Our next step will be to see whether
the experimental activation energies are reproduced by a large cluster containing
oxygens from the a-SiO, layer and 6-membered silicon rings. We wish to apply a
similar approach to study the P,, and P,; dangling bonds at the (100) interface as well
as E' defects in the SiO, layer. In addition to activation energies other dangling bond
properties, particularly the density of intra-gap states as a function of the Fermi level
and {29} ESR spectra (g-tensor, A-tensor), will be calculated to provide a complete
characterization. Finally, in terms of methodology, the local space embedding
approximation {30} will be considered as an alternative to the finite cluster approach
and we also plan to develop a customized molecular mechanics especially suited for

treating dynamics in MOS systems.
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Table I. Ab initio vs. MNDO semiempirical calculation of the activation energies
and transition state geometry for passivation/depassivation of the (111) P, center by
H, and H. The reactions are defined in Egs.(2), (3a) and (3b); the NN=1 cluster model
used in these calculations is shown in Fig.1(b).

activation energies TS geometry
method  Ef(eV) EfeV) EeV) R,(A) R,(A)
MNDO 1.85 0.06 2.69 1.400 1.575
ab initio® 1.07 0.19 3.69 1.587 1.175

2 Estimated CCSD(T)/6-311G**//MP2/6-31G** values (see Table IV).
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Table II. Transition state geometry and activation energies for the NN=0 cluster
model.

(A) Variation of geometry with basis set and method of calculation. Bl is the 6-31G**
basis; B2 is the 6-311G** basis.

MP2/B1 MP2/B2  CCSD(T)/B1  UHEF/B1 BHHLYP?/B1

R,(A)  1.6268 1.6221 1.6067 1.6897 1.5835
R,(A)  1.0636 1.0657 1.1243 1.0249 1.1759

® This is the density functional method with Becke's Half and Half exchange
approximation {25} and the Lee, Yang and Parr {26} correlation potential. See text for
further discussion.

(B) Comparison of CCSD(T) activation energies obtained at the MP2 vs. CCSD(T)
geometry. All calculations were done in the 6-31G** basis.

geometry E (V) Ej(eV) E (eV)
MP2 0.976 0.367 3.981
CCSD(T) : 0.986 0.374 3.981

(C) Effect of method and basis set on activation energies calculated at the
MP2/6-31G** geometry.

level E (eV) E, (eV) E (eV)
MP2/6-31G** 0.982 0.474 3.878
MP2/6-311G** 0.871 0.421 3.921
CCSD(T)/6-31G** 0.976 0.367 3.981
MP2/6-311++G** 0.870 0.416 3.917
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Table III. Additivity of method and basis set corrections for activation energies of
NN=0 cluster model: MP2/6-31G** --> CCSD(T)/6-311G**. Bl is the 6-31G** basis;
B2 is the 6-311G** basis. The MP2/B1 geometry is used in all calculations.

level E f(eV) E (eV) E (eV)
CCSD(T)/B2 0.839 0.294 4.044
MP2/B1 0.982 0474 3.878
CCSD(T)/B1 - MP2/B1 -0.006 -0.107 0.103
MP2/B2 - MP2/B1 -0.111 -0.053 0.043
CCSD(T)/B2 (est.) 0.865 0314 4.024
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Table IV. Best ab initio activation energies and transition state geometries for small
model clusters. Geometries were calculated at the MP2/6-31G** level, activation
energies were corrected to the CCSD(T)/6-311G** level using the additivity

approximation of Eq.(5).

model activation energies TS geometry
cluster Ef(eV) E[(eV) E (eV) R,(A) R,(A)
NN=0 0.87 0.31 4.02 1.627 1.064
NN=1 1.07 0.19 3.69 1.587 1.175
experiment  1.66° 0.0° 2.56° - --

*K.L. Brower, Appl. Phys. Lett 53, 508 (1988); Phys. Rev. B38, 9657 (1988).
® K.L. Brower and S.M. Meyers, Appl. Phys. Lett 57, 162 (1990).
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Table V. Tests of lower level treatment for extension from small to large model
clusters.

(A) Change in the UHF activation energy from NN=0 to NN=1 vs. high level
estimate. All results were obtained in a 6-31G** basis (except for those given in
parentheses); AE is the correction term E(NN=1) - E(NN=0).

UHEFE//UHF CCSD(T)/ /MP2
NN=0 NN=1 AE NN=0 NN=1 AE
EfeV) 1.017 1.230 0.215 0.976 1.202 0.226(0.208)
E(eV) 0.668 0528  -0.140 0.367 0.240  -0.127(-0.125)*
E,(eV) 3310 2968  -0.342 3.981 3.626  -0.355(-0.334)"

? Includes correction for evaluation of CCSD(T) activation energy in 6-311G**
basis.

(B) Effect of reducing the basis set in geometry optimization. Comparison of AE =
E(NN=1) - E(NN=0) for UHF/6-31G*//UHF/6-31G** vs. UHF/6-31G**//UHF/
3-21G.

UHE/6-31G** geometry UHF/3-21 geometry

NN=0 NN=1 AE NN=0 NN=1 AE
E.f(eV) 1.017 1.230 0.215 1.012 1.220 0.208
E,(eV) 0.668 0.528  -0.140 0.663 0523  -0.140
E (eV) 3.310 2.968 -0.342 3.321 2973 -0.348

(C) Change in the transition state geometry from NN=0 to NN=1 at various levels
of treatment.

R, (A) R,(A)
NN=0 NN=1 AR NN=0 NN=1 AR
UHF/6-31G** 1.6897 1.6480 -0.0417 1.0249 1.1007 0.0758
UHEFE/3-21G 1.6686 1.6303 -0.0383 1.0593 1.1293 0.0700
MP2/6-31G** 1.6268 1.5862 -0.0406 1.0636 1.1749 0.1113
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(a) NN = 0 model

(b) NN =1 model

Figure 1. Small cluster models for the transition state in the reaction of the (111) P,
dangling bond center with H,. The NN=0 model in (a) contains no nearest
neighbors of the P, center; the NN=1 model in (b) contains only first nearest
neighbors. Hydrogen atoms are used to terminate the cluster.
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HO OH

HO 9 C)HOH

Figure 2. Large Si,;O.H,, cluster model for the (111) P, dangling bond center. This
model contains all second nearest neighbors of the dangling bond center (the
dangling orbital is shown schematically) plus all third nearest neighbors that are
either oxygen atoms or silicon atoms that close a six-membered ring. Hydrogen
atoms used to terminate silicon atoms of cluster are not shown.
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Excitation of Oscillating Two Stream Instability by Upper Hybrid Pump Waves in

Tonospheric Heating Experiments at Tromso

S. P.Kuo
Professor
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Abstract

It is shown that upper hybrid waves generated by the HF heater wave in the
Tromso’ heating experiments can excite oscillating two stream instability near the upper
hybrid resonance layer of the heater wave. The sidebands of the investigated parametric
instability are obliquely propagating Langmuir waves. These Langmuir waves can be
excited in milliseconds and have a broad angular distribution. Thus, those waves
propagating obliquely at small angles with respect to the geomagnetic field can contribute
to the zero off-set frequency component of the plasma line spectrum detected by a
backscatter radar. The analyses also show that the wavelengths of the Langmuir waves
have an upper bound and consequently, explain why the zero off-set frequency plasma line
has been detected by the EISCAT 933 MHz (UHF) radar, but not by the EISCAT 244

MHz (VHF) radar as reported in Stubbe et. al. [1992].
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Excitation of Oscillating Two Stream Instability by Upper Hybrid Pump Waves in
Ionospheric Heating Experiments at Tromso

S. P. Kuo

L. Introduction

During the HF heating of the ionosphere, parametric instabilities can provide
effective channels to convert electromagnetic waves into electrostatic plasma waves with
high and low frequencies [Perkins et al., 1974; Fejer, 1979; Kuo, 1992]. In the midlatitude
region such as Arecibo, Puerto Rico, the instabilities are excited by the o-mode heater
wave near its reflection height [Carlson et al., 1972; Djuth et al., 1990], where the heater
wave electric field is polarized nearly parallel to the geomagnetic field. Thus, the sidebands
of the parametric decay instability (PDI) and oscillating two stream instability (OTSI) are
Langmuir waves, which propagate within a small cone around the geomagnetic field [Fejer
and Kuo, 1973]. By contrast, in the high-latitude region such as Tromso, Norway, the
heater wave can effectively interact with the ionosphere at its upper hybrid resonance
layer, where the o-mode heater wave is still characterized by the right-hand circular
polarization, before the heater wave reaches its reflection height [Stubbe et al., 1982; Lee
and Kuo, 1983; Leyser, 1991]. It has been shown that thermal parametric instabilities [Lee
and Kuo, 1983; Huang and Kuo, 1994] can be effectively excited in this region, and the
sidebands are upper hybrid waves propagating nearly perpendicular to the geomagnetic
field. The upperqhybrid waves can also be generated by linear mode conversion of the HF

heater wave [Mjolhus, 1990]. The upper hybrid waves are found to play a key role in the
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generation of “ stimulated electromagnetic emissions ( SEEs ) “, observed in Tromso’s
heating experiments [Stubbe et al., 1984; Stenflo, 1990; Leyser, 1994; Zhou et al., 1994].
Due to the field-aligned nature of the upper hybrid waves, they can not be detected
by EISCAT’s VHF and UHF backscatter radars. However, Langmuir waves referred to as
“ HFPLs “, have been detected by EISCAT’s UHF and VHF radars during Tromso’s
heating experiments [Hagfors et al., 1983; Stubbe et al., 1985; Isham et al., 1990; Stubbe
et al.,, 1992). Similar to the Arecibo’s situation, these Langmuir waves can be excited by
the o-mode heater wave near its reflection height via the PDI or OTSI processes.
However, these instabilities have to compete with those occuring in the upper hybrid
resonance region located at a lower height and depleting the heater wave power.
Experimental results show that the intensity ratio of the OTSI to decay lines, while
virtually independent of heater power, depends markedly on radar frequency. The OTSI
line is strong as monitored with the EISCAT UHF radar, but very weak or absent with the

EISCAT VHF radar [ Stubbe, et al., 1992].

The present work is aimed at understanding the afore-mentioned observations at
Tromso using the EISCAT’s radar facilities. We show that the Langmuir waves at the
heater frequency (viz., OTSI lines) observed in the Tromso’s heating experiments can, in
fact, be excited parametrically by the upper hybrid waves. These upper hybrid waves are
excited directly by the o-mode heater wave via either the thermal OTSI process [ Lee and
Kuo, 1983; Huang and Kuo, 1994] or the mode conversion process [Mjolhus, 1990]. In

section II, the theory of the proposed instability process is presented. The formulation
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includes the derivation of coupled mode equations and the dispersion relation. The
dispersion relation is analyzed in section III, in which the threshold fields and growth rates
of instabilities for two different decay modes are derived analytically and evaluated
numerically. A comparision of the two instability processes is made to show the dominant

one related to the observations at Tromso. The concluding remarks are finally drawn in

section IV.
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II. Theory

Experiments and theories have shown that upper hybrid waves can be excited by
the HF heater wave near the upper hybrid resonance layer via thermal parametric
instabilities and/or mode conversion in the heating experiments conducted at Tromso,
Norway. After the excited upper hybrid waves grow and acquire sufficiently large
intensities, they become pump waves to excite various parametric instabilities, broadening
the spectral distribution of plasma waves.

In the following we analyze the decay of a field-aligened upper hybrid pump wave
(o, T(l-%kl ) into two obliquely propagating Langmuir waves ( mo,Tco ) and ( @, Ez ), and
an ion mode ( ®,, k=2k ) which is either a purely growing mode or an ion acoustic mode.
The geomagpnetic field is chosen to be in the z-direction, ie. §O=EBO. The process under

consideration can be represented by the following matching relations:
©1 =02 + 05 =0y — O, ki=kx+k=ko-k
where the wave vector matching conditions are illustrated in Figurel.

A. Coupled Mode Equations for Obliquely Propagating Langmuir Waves:

The coupled mode equations for Langmuir sidebands ( @, l_c’u 02, Al_caz ) in terms of
the upper hybrid pump wave ( @, K, ) and the ion decay mode ( s, E) can be derived
from the electron continuity equation and electron momentum equation toge?her with

Poisson’s equation, as
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(B + Ve P88+ Vo) + ol T+ Q7 [8 (8 + ve ) + (k) 0’ 1} o

‘“—COPZ(kl/ kt)z(al+vc)2 [$1(ng0,2/n0)] D

where ¢, ¢o and ¢, are electric potentials of the upper hybrid pump wave, up-shifted and
down-shifted Langmuir sidebands; no = n, = ng is the density perturbation associated
with the ion decay mode and ny is the unperturbed electron density;, kZ=k+ K o’ =
0, + ke, Vie = (T/me)"? is the electron thermal speed and w, is the electron plasma
{requency; Q. = eBo/mc and v. are the electron cyclotron and collision frequency

respectively.

Assuming that all the physical quantities of the waves involved have a time

harmonic function form, ie., s =S¢, the coupled mode equations (1) are reduced to
a-)o,z = (kx/ kt)2®p2$1(ﬁso,2/ l'lo)/ [(k/kt)z(chmktZ/ @ 12*"3 ktzvtc2)+0) 1(iVe'—*'2(Dso.2)] (2)

where 0 = 0, = 0s , Q2/0,* << 1 is assumed.
To complete the descriptioh of the considered instability process, a coupled mode

equation relating n, to ¢o2 is derived as follows.

B. Coupled Mode Equation for the Low Frequency Decay Mode:
The low frequency decay mode is either a purely growing mode (ie. @s =iy ) or an

-5

ion acoustic wave (ie. o, = kC,+ iy , where C, = [(Tc+3T;)/m;]”2 is the ion acoustic speed

17-7.




). In either case, the wave vector of the decay mode is assumed to be along the
geomagnetic field (ie.Tc =7k ). The damping mechanisms of these two decay waves are ,
however, quite different. The damping rate of the purely growing mode is proportional to
Vin , the ion-neutral collision frequency, while the ion acoustic wave is heavily damped by
the ion Landau damping process. From ion continuity equation and momentum equation,

the coupled mode equation is derived to be
(02 +ivio, — KC2) (Bno) = (/M) I (Fo %1 + 1% ) 3)

where v; is the ion-neutral collision frequency v;, for the purely growing mode and is
twice the ion Landau damping rate 2I=(1/2)"o, { (/M) *+(T/T)* 2exp[—(T/2Ti+3/2)]}
for the ion acoustic wave; the coupling term on the right hand side of Eq.(3) is contributed
by the ponderomotive force of high frequency electrostatic waves on the plasma electrons.
5’1, T\"":) and 7\7"2 are the linear velocity responses of electrons to the high frequency
electrostatic wave fields 51,50 and $2 respectively. Using the electron continuity equation

and momentum equation, these velocity responses can be determined in terms of the

corresponding wave field. The results are then substituted into Eq.(3), leading to

(o5 + ivios -k*C.?) (ny/no) =
(m/M){ (ekki01/ma,) /[0, =3k i (1-Q Y01} { (1+Q Y0, D) God: +h12 )~

[(142Q.%0 Ao /o) H(I+Q 0 G0, ) (v/o )i 6} €y
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With the aid of Eq.(2), the coupling terms on the right hand side (RHS) of Eq.(4)

can be expressed explicitly as

Dby +h1d2 =(kiop/k) { 2(k/k) Qe Zon Y0 -3k Vi ) [(k k) (Qe oo =3k vie )’

+o0,*(ve=2i02)]} b1/ @/n0) (5)
Fob1 018" = —ilo1(ve2i0, ) (k/k) (0w 013k Vi) o +0162) (6)

Substituting Egs.(5) and (6) into Eq.(4), leads to the dispersion relation for the
considered instability processes. It is noted that the contribution of Eq.(6) to the coupling
terms on the RHS of Eq.(4) is, in general, very small because |o,|,v.<<®;. However, it may
become significant as the denominator Q. @y */m’~3k’vi.’=0, for the resonance case, in
which both sidebands and the decay mode‘ are the eigenmodes of the plasma, namely,

w=kC, and (002:-’1(.0225(0“2‘*{2621(12/k1250)k12+Q¢2=(012.
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IIL. Dispersion Relation and Analysis

We now derive and analyze the dispersion relation for the excitation of obliquely
propagating Langmuir waves together with purely growing decay modes via the OTSI (as
case A) and ion acoustic waves via the resonance instability (as case B) by the HF heater

wave-generated upper hybrid pump waves.

A. Purely growing decay mode (ie., os=iy) :
In this case, IQ,ZQ)k,Z/colz—3ktszzl >>(ky/k)’01(ve+2y) and the ratio of Eq.(6) to
Eq.(5) is very small. Thus, the second term on the RHS of Eq.(4) can be neglected and the

dispersion relation is obtained, by substituting Eq.(5) into Eq.(4), to be

vy tk’Ch)=
2m/M)(k/k.) (1+QY0,2) 3k i Qw012 (eky *o161/m)/

[0y=3k22(1-Q )] (k) Bk - Qoo o, (ver2y)) %

It is shown by the coupling term on the RHS of Eq.(7) that the instability process
can occur only when 3k’v,” > Q. 0w/, Near the instability threshold, ie., y=0, the
coupling term is maximized under the condition 3k’vie’~Q. ok /01’=v.o1(k/k)’. Thus, the

minimum threshold field of the instability is found to be

|ek1¢1/mm1|,h=(v,/co1)“2(1\/I/m)”2(kt/k1)[o)p2—3kzv(ez(I—Qez/:olz)]l’ZCs/(o)12+Q¢2)"2 8)
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In terms of this minimum threshold field ¢ given by Eq.(8), Eq.(7) can be

expressed to be

(FP+a?) (272 +27+ 1) = o [/ ©)

where § = y/v. and o = K*C.%/v.2. Eq. (9) is then solved approximately (for o>1) to obtain

12){ 216/ rul>-1]" - 13 for [Gu/ul < V2 a

v={ (10)

-2
N

[(@/V2) [G1/ral] for B/l > V2 o

It is noted that the condition 3k’vi. > Q. ow’/@, for the existence of the
instability process is, in essence, the same as that of OTSI excited by a dipole pump,

namely, the pump frequency is lower than the eigenfrequency of the sidebands.

B. Ion Acoustic Decay Mode (ie., Qlaotlo’ = 3k‘zv‘ez) :
In this case, the contribution of Eq.(5) to the first term on the RHS of Eq.(4) is

zero. The dispersion relation is obtained by substituting Eq.(6) into Eq.(4) to be
( Ve — 120,) ( @02+ ivios — K°C2 ) =

2(m/M){ (ekk, %o /mk)2 1Yo [0, -3k vie (1-Q: 1 )]}

x[i(1+2Q:7 0 @Ja1) — (1+Q: 03k vie /o, ) (v/or)] (11)
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where v;= 2T, twice the ion Landau damping rate. Let os = kC; + iy, Eq.(11) is reduced

to

(2y+ve)(2y+vi)=A (12)

where A =2(m/M) {(eldqz/mk.)z(nzgf/m,’-)|$1|2/[mp2 - 3% (1-Q 0 9]}
Thus, the threshold field of the instability is obtained, by setting v = 0 in Eq.(12),

to be
lekla;m,/mml|=(M/2m)”z(vev;)l/z(kt/kkl)[(Dp2—3k2vtc2(l—Qez/(olz)]”2/(0)12+2§2e2)”2 (13)
In terms of i, the growth rate ¥ is obtained as
T=I1+ V7 + 20wl ) - 1 - Vi1 /4 (14)
where vi=vi/ve.
A much higher threshold field is required for the resonance mode case than for the

nonresonance mode case as seen by dividing Eq.(13) by Eq.(8):

Grires / [Brisronses = vieo (@1 +Q.3/2K2CHw 207
= (@1/kC)NT/8 { (/M) *+(To/ T;)exp[-(3/2+T/2T)]} >> 1

=Vr e’ (@1/kCy) >> 1 for T. = 2T; (15)
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Therefore, the instability favorably excited by the upper hybrid pump generates a
nonpropagating purely growing mode as the decay mode. Considering the heating
experiments at Tromso, where the geomagnetic dip angle is about 78°, we adopt the
following parameters for evaluating the threshold field and the growth rate of the
instability: ©/21=4MHz, QJo,=1/3, v=500 s, T=2T=2000K, v,=1.8x10° m’s,
m/M=3.4x10~, and C;=1.66x10° m/s.

The threshold field §1:h=lk1$1u‘| calculated from Eq.(8) is found to be

Ew=0.15[1+KkK)* ] (V/m) (16)

Thus, to convert the field-aligned upper hybrid wave ( propagating perpendicular
to the geomagnetic field ) into up- or down-going Langmuir waves ( propagating at 12° to
the geomagnetic field ), it requires k/k;=cot12°=4.7 and the threshold field obtained from
Eq.(16) is about 0.7 V/m. Assuming that E = lki§i| = 1 V/m, the growth rate of the
Langmuir waves propagating vertically (ie., having k/k; = 4.7) is obtained from Eq.(10) to
be about 190 s, ie., ¥ = 0.38. Those Langmuir waves with k/k, < 4.7 have lower
threshold fields and thus, higher growth rates. For example, Langmuir waves propagating
at 45° with respect to the geomagnetic field have k/k;=1 and thus, §1m=0.212 V/m and
y=1.4x10° 57" (or ¥=2.8). However, those Langmuir waves propagate obliquely to the
vertical direction and thus, are unable to be detected by the backscatter radars.

“Because case A is the dominant process, thus, the frequencies of the excited

Langmuir waves are the same as those of the upper hybrid pump waves, which are
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identical to the heater wave frequency. As afore-mentioned, the case A process can only
occur when 3kivi? > QlowYe,® = °. Substituting the parametric values into this
inequality, it leads to A, < 0.23 m. Since the wavelengths of the plasma lines detected by
EISCAT 933 MHz UHF and 224 MHz VHEF radars are 0.161 m and 0.67 m respectively,
it explains why the EISCAT UHF radar has detected the * OTSI line” ( ie. zero off-set

frequency line ), while the EISCAT VHF radar has not [see Stubbe et al., 1992].
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IV. Conclusion

A parametric instability process which renders the decay of an upper hybrid pump
wave into two obliquely propagating Langmuir sidebands and a purely growing mode is
studied. The results show that the Langmuir waves can be excited in milliseconds and have
a broad angular distribution. However, the wavelengths of the Langmuir waves are limited
to A < 0.23 m. Thus, the proposed process can be based on to understand why the
EISCAT 933 MHz backscatter radar ( half wavelength=0.161 m < 0.23 m) but not the
244 MHz radar ( half wavelength=0.67 m > 0.23 m) can detect the Langmuir waves which
have a zero off-set frequency [Stubbe et al., 1992].

The other outstanding feature observed at Tromso is that the intensity ratio of the
OTSI plasma lines to the PDI lines is virtually independent of the input heater power. The
OTSI lines are radar-detected Langmuir waves with zero off-set frequency from the heater
wave frequency, while the PDI lines are those with frequencies off-set from the heater
wave frequency by the ion acoustic wave frequency. This feature can be understood by
means of the follbwing facts : (1) the upper hybrid pump waves producing the OTSI lines
can be generated by the HF heater wave via the mode conversion process [Mjolhus,
1990], which requires no threshold, and (2) the threshold of the PDI process can be easily
exceeded in Tromso experiments. In other words, both the OTSI plasma lines and the PDI
lines can be produced by rather low heater power. Consequently, the intensity ratio of the
OTSI to BDI lines is not sensitive to the variation of the heater power. In the present

work, the wave vectors of the excited purely growing (ie., zero-frequency) modes are
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modes propagating at a small but finite angle with respect to the geomagnetic field can
also be excited by the upper hybrid waves. These obliquely propagating, namely, zero-
frequency modes can contribute to the zero-frequency component ( known as the central

line) of the ion line spectrum detected by the EISCAT UHF ( 933 MHz ) radar [Stubbe et

al., 1992].
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Langmuir sideband wave, and the ion decay mode,respectively, and the
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H, REACTIONS AT DANGLING BONDS IN SIO;

Henry A. Kurtz
Professor
Department of Chemistry
University of Memphis

Abstract

The hydrogen passivation reaction at the dangling bond on an E’ center in SiO; is studied using the model

reaction H, + *Si(OH); > -H + HSi(OH)s. A study of the energetics of this reaction at the Hartree-Fock and MP2
level is presented with a variety of basis sets. Direct dynamics calculations are also performed to evaluate rate
constants and activation energies for the process, with and without the inclusion of quantum tunneling effects. The
results are compared to an experimental value for the activation energy of H, annealing of E’ centers.
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H, REACTIONS AT DANGLING BONDS IN SIO,

Henry A. Kurtz

1. INTRODUCTION

The passivation of reactive defects due to unfilled valences of Si atoms (called dangling bonds) in

amorphous silicon dioxide by H, is thought to proceed via the reaction

H, +-Si= - ‘H+HSi=
where the symbol = represents the three satisfied valences (bonds).! This is a very general reaction that may take
place both at the Si/SiO; interface and in bulk SiO,. At the interface the three bonds are to other silicon atoms and
the defect is known as a P, center. In the bulk SiO; the three bonds are to oxygen atoms and is part of an E’
center. It is the these latter defects that will be the focus of this work.

Hydrogen annealing of E” centers has been studied by Li et al?. They used ESR measurements of E’
center concentrations to estimate rate constants and an activation energy for the annealing process. The activation
energy they obtained is 0.3 ¢V and was attributed to a process like the one shown above. However, the experiment
is not really able to identify the actual molecular processes for which the activation energy was measured. An
alternate explanation for this results could be the measured activation energy is due to H, complexation or some
other physical process. The activation associated with diffusion of H, in amorphous SiO;is 0.38 ¢V, about the
same size.> Edwards*' performed Hartree-Fock calculations on model systems to estimate an activation energy for
this process of around 0.7 ¢V — much larger than the experimental value. Edwards further suggested that the
discrepancy may arise because quantum tunneling effects were not included. He estimated that the tunneling
corrections may lower the theoretical activation energy to about 0.1 eV - now much lower than Li et al.’s
experiment.

The goal of this Summer Faculty Research project is to re-examine the theoretical methods and models for
H, reactions with Si dangling bonds in SiO; and to calculate rate constants for this process via direct dynamics,

with and without tunneling.
1I. ENERGETICS

The first model studied in this work for the reactions is the small cluster reaction:

H, + -Si(OH); > *H+ HSi(OH);
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which is one of the cluster models used by Edwards.* The energetics of the model reaction is studied by calculating
the molecular structure and energies of the reactants and products. The reactants and products are characterized by
having all positive harmonic vibrational frequencies (i.e., all positive second derivatives of the energy with respect
to atomic motion). The energetic barrier to the reaction is found by calculating the molecular structure and energy
corresponding to the highest point on the minimum energy pathway connecting the reactants and products. This
oint is called the transition state or transition structure (TS). The transition structure corresponds to a saddle point
on the potential energy surface and is characterized by having one, and only one, imaginary vibrational frequency
(i.e., having one negative eigenvalue of the matrix of energy second derivatives).

This model is small enough that a good test of the methods for obtaining energies and structures can be
performed. Initially, for each of the reactants, products, and transition structure, the molecular structures were
optimized using the unrestricted Hartree-Fock method (UHF) for the radical, open-shell species and restricted
Hartree-Fock (RHF) for the closed shell species. The 6-31G** one-electron basis set was used.® This is a standard
split-valence basis set augmented by polarization functions on all atoms (d-functions on the Si and O atoms and p-

functions on the H atoms). For this study, the 6-31G** basis set used for Si was the one developed by Gordon and

co-workers.® The resulting structures for -Si(OH);, HSi(OH)s, and H-H-Si(OH); are shown in Figure 1. This
model differs from the previous same sized model of Edwards® in that no artificial symmetry was imposed. Each
of the species other than H and H, are of C1 point group symmetry (i.c., no symmetry constraints). At this level of
theory, the energy of the reaction (Eproducts - Ereactants) 15 =0.017 €V (-0.402 kcal/mole) - slightly exothermic. The
activation energy for the reaction calculated as the energy difference Exs - Ercactants 15 0.795 ev (18.341 kcal/mole).
This value is considerably larger than the value of 0.3 eV obtained for the experiment of Li, et al?

The first goal of this research project was to explore reasonable improvements in the methods used. Table
1 shows the energy of reaction obtained using improved one-electron basis sets and/or adding electron correlation
effects via second-order Moller Plesset perturbation theory (MP2). In this table and the rest of this report, the
notation Method1(basis1)//Method2(basis2) refers to calculations done using method 1 (either Hartree-Fock or
MP2) with basis set 1 at an optimized geometry obtained from method 2 with basis set 2. For example, MP2(6-
31G**++)//UHF(6-31G**) uses energies obtained from an MP2 calculation using the 6-31G**++ basis set with
the molecular geometries from an UHF calculation using a 6-31G** basis set. The structure and energy results

presented in this report were obtained using the GAMESS’ and GAUSSIAN942 programs.
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Si(OH);

H-H-Si(OH)3

HSi(OH);

Figure 1
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Table 1: Reaction Energies for H; + *Si(OH); - *H + HSi(OH);

[UHF(6-31G**)//UHF(6-31G**) -0.0006405 a.u. -0.017 eV -0.402 kcal/mole
[UHF (6-311G**)//UHF(6-31G**) -0.0024469 a.u. -0.067 eV -1.535 kcal/mole
(UHF (6-31G**++)/UHF(6-31G**) 0.0022961 a.u. 0.062 eV 1.441 kcal/mole
[UHF (6-31G**)//MP2(6-31G*¥) -0.0008755 a.u. -0.024 eV -0.549 kcal/mole
UHF (6-31G**++)/MP2(6-31G**) 0.0020546 a.u. 0.056 eV 1.289 kcal/mole
MP2(6-31G**)//UHF(6-31G**) 0.0068737 a.u. 0.187eV 4.313 kcal/mole
MP2(6-311G**)//UHF(6-31G*¥) 0.0036013 a.u. 0.098 eV 2.260 kcal/mole
MP2(6-31G**++)/UHF(6-31G**) 0.0097772 a.u. 0.266 eV 6.135 kcal/mole
MP2(6-31G**)//MP2(6-31G**) 0.0070781 a.u. 0.193 eV 4,442 kcal/mole
MP2(6-31G**++)/MP2(6-31G**) 0.0101345 a.u. 0.276 eV 6.360 kcal/mole

Basis set improvements, as illustrated by the first three rows of Table 1, have contradictory effects but the
magnitudes are very small. In the 6-311G** basis set, the size of the one-electron basis used to describe the
valence shell is increased and, in the 6-31G**++ basis set, extra diffuse functions were added to each atom.
Calculations on the combined basis set (6-311G**++) are underway currently. The inclusion of electron
correlation at the MP2 level has a larger effect on the results — changing the essentially energy neutral reaction into
definitely being endothermic. However, the resulting reaction energy is still quite small. Table 1 also illustrates
that the overall energetics of this reaction are not particularly sensitive to geometry — results based on UHF
structures agree quite well with results based on MP2 structures. Allendorf e/ al.® obtained an MP4/6-31G*
estimate of AH°(298K) of 3.30 kcal/mole, close to the MP2 estimate here. Further improvements in the theory

maybe be needed to refine the reaction energy but no significant change is expected.

The main quantities of interest in this study are the activation energies for the reaction of H, + *Si(OH);
and these results are shown in Table 2. The important thing to note is that there is very little variation in the
computed activation energy with improvements in the basis sets or with the inclusion of electron correlation. It
seems very unlikely that making further improvements of this type will change the activation barrier out of the

0.7-0.8 eV range - still quite far from the experimental value of 0.3 eV.

Table 2. Activation Energy for H, + -Si(OH);

UHF(6-31G**)//UHF(6-31G**) 0.0292279 a.u. 0.795 eV 18.341 kcal/mole
UHF(6-311G**)//UHF (6-31G**) 0.0277876 a.u. 0.756 eV 17.437 kcal/mole
UHF(6-31G**++)/UHF(6-31G**) 0.0320129 a.u. 0.871eV 20.089 kcal/mole
UHF(6-31G**)//MP2(6-31G**) 0.0288851 a.u. 0.786 eV 18.126 kcal/mole
UHF(6-31G**++)//MP2(6-31G**) 0.0316718 a.u. 0.862 eV 19.874 kcal/mole
MP2(6-31G**)//UHF(6-31G**) 0.0272257 a.u. 0.741 eV 17.084 kcal/mole
MP2(6-311G**)//UHF(6-31G**) 0.0230080 a.u. 0.626 eV 14.438 kcal/mole
MP2(6-31G**++)/UHF(6-31G**) 0.0294786 a.u. 0.802 eV 18.498 kcal/mole
MP2(6-31G**)//MP2(6-31G**) 0.0274339 a.u. 0.747 eV 17.215 kcal/mole
MP2(6-31G**++)//MP2(6-31G**) 0.0292858 a.u. 0.797 eV 18.377 kcal/mole
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It is also possible to compute the activation energy of the reverse, de-passivation reaction where a
hydrogen atom picks off the bound H to form H, and the dangling bond defect. The activation energies obtained
for this process are shown in Table 3. Unlike the H; reaction, the activation energy for this reverse process
changes significantly with the inclusion of electron correlation. To my knowledge, there has been no experimental

determination of this quantity.

Table 3: Activation Energy for -H + HSi(OH);

UHF(6-31G**)//UHF(6-31G**) 0.0298684 a.u. 0.813 eV 18.742 kcal/mole
UHF(6-311G**)//UHF (6-31G*¥) 0.0302345 a.u. 0.823 eV 18.972 kcal/mole
UHF(6-31G**++)/UHF(6-31G*¥) 0.0297168 a.u. 0.809 eV 18.648 kcal/mole
UHF(6-31G**)//MP2(6-31G**) 0.0297606 a.u. 0.810eV 18.675 kcal/mole
UHF(6-31G**++)//MP2(6-31G**) 0.0296172 a.u. 0.806 eV 18.585 kcal/mole
MP2(6-31G**)//UHF(6-31G**) 0.0203519 a.u. 0.554 eV 12.771 kcal/mole
MP2(6-311G**)//UHF(6-31G**) 0.0194067 a.u. 0.528 eV 12,178 kcal/mole
MP2(6-31G**++)/UHF(6-31G**) 0.0197014 a.u. 0.536 eV 12.363 kcal/mole
MP2(6-31G**)//MP2(6-31G*¥*) 0.0203558 a.u. 0.554 eV 12.773 kcal/mole
MP2(6-31G**++)//MP2(6-31G**) 0.0191513 a.u. 0.521 eV 12.018 kcal/mole

In order to explore the importance of using bigger clusters that include next-nearest neighbor effects, the

model was expanded by adding another set of Si atoms, leading to the following reaction

H, + -Si(0SiH3); = “H + HSi(OSiHz)3

At the UHF(6-31G**)//UHF(6-31G**) level of theory, using this larger cluster model had very little effect. The
reaction energy changed from -0.017 eV to 0.004 eV (still an essentially energy neutral reaction), the H; reaction
activation energy changed from 0.795 to 0.817 eV, and the H reaction activation energy did not change from the
0.813 eV value. Further work with this model is currently underway to evaluate larger basis sets and structure

optimization with the MP2 theory.

IIL Generalized TST Theory

In order to calculate “correct” activation energies (i.e., the way it is done from experimental data) rate
constants at different temperatures must be calculated for the process of interest. The method chosen in this work
for obtaining rate constants is the generalized transition state theory (GTST) of Truhlar and co-workers'® using
direct dynamics based on our previously computed ab initio data. A very brief outline of the method will be given

in this section, with the main emphasis on definition of the terms to be used. Detailed discussions and derivations
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of GTST can be found elsewhere.!® All dyanmics (rate contant) calculations presented here were done with the

POLYRATE program. ™
Conventional transition state theory (TST) calculates the thermal rate constants by assuming that all

transition state species came directly from reactants and will be converted into products. The rate is then the flux
across a surface in phase space in the product direction. This rate is given by

S Q(T) o BV

ph &(T)

where P is (ksT)", h is Planck’s constant, Q(T) is the conventional transition state classical partition function with

k(T) =

its zero of energy at the saddle point, ®(T) is the reactants classical partition function with its zero of energy at the
overall zero of energy, and V is the energy of the saddle point relative to the overall zero of energy.
The generalized transition state theory rate constant is obtained by varying the position of the dividing

surface along the minimum energy path to minimize the value of the computed rate constant.
k°T(T) = mink®"(T,s) = k" (T,s*"(T))
where

KOT(T,8) = o Q(T,s) BV (5)
Bh &(T)

Results from this generalized treatment will be referred to as canonical variational theory (CVT). CVT
corresponds to a maximum free energy of activation and includes both “entropic” and energetic effects and has
been demonstrated to be more accurate than TST.

To obtain TST and CVT rate constants all that is needed are the partition functions Q and ®. In this
work, the separable, harmonic approximation is used which neglects that couplings between the electronic,
vibrational, and rotational energies. The partition function can then be written as

Q(T,s) = Qai(T,8)Quin(T,8)Qre(T55) -
The formulas for each of these partition functions are discussed in detail in reference 10. Using only one electronic
surface, Q. depends on the degeneracy of the electronic state, Qup depends on the harmonic vibrational
frequencies, and Q. depends on the moments of inertia. All these quantities are easily calculated from the
structural and energetic data discussed previously.

The above two methods give a hybrid treatment of the rate constant in that motion in the degrees of
freedom orthogonal to the reaction path are treated quantum mechanically and motion along the reaction path is
treated classically - neglecting quantum tunneling effects. This means that kT often underestimates the rate,
particularly at low temperatures. One way to include quantum reaction path effects is via a multiplicative
transmission coefficient as

kcvr/Y(T) - KCVT/Y(T)kCVT(T)
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For the reactions studied in this work, the method chosen for obtaining the x factors is the small reaction-

path curvature method.'*"? In this method the x factor is calculated via

I:P(E)e’E’kBTdE

o0
J‘ e B4R
E.(T)

where E*(T) is the quasiclassical ground-state threshold energy. The approximation for P(E) used in this work is

k(T) =

the centrifugal-dominant small-curvature adiabatic ground-state approximation (SCT), which gives

PE)= {1+e

_'_:i@

where 6(E) is the imaginary action integral evaluated along the tunneling path,

0(E) = 2 [\ g ([~ V,(ds

where s, and s, are the reaction coordinate turning points.

A detailed description of this procedure is given by references 10 and 12. The essential feature is that
centrifugal effect is included by replacing the reduced mass by an effective reduced mass, pea(s) in the action
integral. A special case of the SCT approximation is call the zero-curvature tunneling approximation (ZCT) and is
obtained by setting pa(s) equal to p. The effect of this is to include tunneling only along the minimum energy

path.

IV. Dynamics Results

In order to perform the direct dynamics calculations including tunneling as discussed above, many points
along the internist reaction coordinate (IRC) [also know as the minimum energy path (MEP)] are needed.”
Examples of direct dynamics calculations are given for the reaction OH + HCl © CI + H," and the similar
reaction CH,; + H > CH; + H,"™. The large computational effort for direct dynamics comes from the fact that at
each point along the IRC, the geometry, potential energy, energy gradient vector and the hessian (energy second-
derivative) matrix is needed. In the present study 83 points were used along the IRC - the reactants, the products,
the TS, and 40 points on each side of the TS. The calculated potential energy along the IRC is shown in Figure 2.
The reaction coordinate is a mass-weighted cartesian coordinate and is arbitrarily set to + toward the reactants and

- toward the products.
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Figure 2: UHF(6-31G**) IRC Potential Energy Curve

In addition to its use in direct dynamics, the IRC is the only way to verify that the TS calculated is the
correct one for the reaction of interest, i.e. it connects the reactants and products. Figure 3 shows how the H-H and
H-Si distances vary along the IRC indicating the loss of H, toward the right {indicating the correct reactants) and

loss of H toward the left (indicating the correct products).
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Figure 3: Important Internal Coordinate Changes Along the IRC

18-10




Table 4 shows the rate constants for the reaction H, + *Si(OH); = ‘H + HSi(OH); . As they should be, the
KT values are always slightly lower than the k™ values, but for this system the difference is very slight. The
KEVIZZET o 4 KEVISCT yalues show that tunneling is indeed important at low temperatures, making about a two order

of magnitude increase in the rate at room temperature.

Table 4: Rate Constants for H, + *Si(OH); (cm’®/molecule-sec)

TK) TST CVT CVT/ZCT CVT/SCT
100 4.98x10-50 4.65x10-50 2.89x107* 8.13x10™
200 1.96x10”' 1.92x10” 2.48x10% 7.76x10%
298 2.63x10% 2.60x10°% 3.68x10% 2.16x10%
400 4.31x10% 4.28x10% 1.66x10% 4.53x10%
667 3.16x10° 3.15x10"® 4.98x10"® 7.15x10®

1000 3.75x10™¢ 3.74x1071¢ 4.54x10™° 5.33x10™°

1500 1.33x10™ 1.32x10™ 1.43x10™ 1.54x10™

In order to extract values for the activation energy of this process the rate constant data is fit to the
Arrhenius equation
k(T) = Ag Ea/RT
where E, is the activation energy, A is referred to as the pre-exponential factor, and R is the Ideal Gas constant.
This is the same fitting procedure Li, et al.? used to obtain their experimental rate constants. If the natural
logarithm is taken of both sides of the Arrhenius equation, the following expression is obtained after some

rearrangement

~In(k) = —In(A) + i‘* (%)

This equation shows that the slope of a plot of -In(k) vs. 1/T gives the activation energy. Plots of this type are

shown in Figure 4 for the data from Table 4.
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Figure 4: Plot of -In(k) vs. 1000/T

The value of the activation energy obtained from plots like these in Figure 4 clearly depend on the
temperature range used to fit to the -In(k) vs. 1/T equation. It is most obvious in the CVI/ZCT and CVT/SCT

plots that the slope of the line increases with increasing T (decreasing 1/T) and, therefore, the activation energy
increases as a function of temperature. The experiments of Li et al.? used data over the temperature range of 23 %

t0 299 °C (296 K -473 K), so for comparison the range 298 K - 400 K will be used to extract activation energy

estimates. A summary of activation energy results for the reaction of H + -Si(OH); are shown in Table 5.

Table 5: Activation Energies for H, reaction

Method E. (eV) E, (kcal/mole)
Ets - Ereactants 0.80 18.34
E1s - Ereactans + ZPE 0.75 17.25
TST 0.75 17.19
CvT 0.75 17.20
CVT/ZCT 0.62 14.21
CVT/SCT : 0.54 12.41
Experiment 0.3 6.9
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The best direct dynamics estimate of 0.54 ¢V is indeed smaller than the .75 eV value obtained only from
the energetics of the stationary points on the potential energy surface but is still larger than the 0.3 eV
experimental quantity.

The rate and activation energy data is also obtained for the reverse reaction of ‘H + HSi(OH); and this

data is shown in Tables 6 and 7. These results indicate that, at the UHF(6-31G**) level, the reverse reaction is of

comparable rate to the H; + -Si(OH); reaction and that the activation energy for this process is also similar.

Table 6: Rate Constants for *H + HSi(OH); (cm®/molecule-sec)

TK) TST CVT CVT/ZCT CVT/SCT
100 5.55x10™ 5.18x10™° 3.23x10° 9.08x10”"!
200 2.04x107° 2.00x10% 2.59x10% 8.12x10%
298 6.80x10* 6.73x10% 9.51x103 5.59x10%
400 1.89x10%° 1.88x10%° 7.32x107% 1.99x10™"°
667 2.62x107¢ 2.61x10™° 4.13x101¢ 5.93x10™°

1000 3.97x10™ 3.96x10™* 4.81x10™* 5.65x10™*

1500 1.44x10"* 1.44x10™"2 1.56x10™"? 1.58x10™"?

Table 7: Activation Energies H Reaction

Method E. (eV) E. (kcal/mole)
Ers - Eresctants 0.81 18.74
E1s - Ereactans 7 ZPE 0.77 17.85
TST 0.80 18.42
CVT 0.80 18.43
CVT/ZCT 0.67 15.43
CVT/SCT 0.59 13.64

Since structural and energetic information has been calculated for the reactants, products, and transition
structure at the MP2(6-31G**) level, correlation effects on the rate constant and activation energy at the TST level

have been computed and are shown in Table 8. The MP2 rates are much faster than the corresponding UHF rates
but the activation energy for the H, + +Si(OH); process only slightly lowered. The activation energy for the reverse

-H + HSi(OH); process, however shows a significant lowering at the TST level. Clearly, the tunneling calculations

are needed. However, based on the fact that the imaginary frequency of the MP2 transition structure is of smaller
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magnitude than the imaginary frequency of the UHF transition structure, the reaction barrier is wider (smaller

curvature) at the top and the tunneling effects should be smaller, at least at higher temperatures.

Table 8; TST data from MP2(6-31G**) Calculations

H, + -Si(OH), -H + HSi(OH)5
Temperature (K) Rate Constant (cm*/molecule-sec) Rate Constant (cm’/molecule-sec)
100 1.03x107 2.29x10%
298 1.18x10% 8.25x10™°
400 1.18x10%° 1.82x101¢
667 4.84x10™" 1.29x10"
1000 4.31x10™° 4.43x10™
1500 1.26x10™" 5.95x10™"
Activation Energy (eV) 0.70 0.54

Table 9 shows some preliminary results at the TST level for the model reaction with a larger cluster. The
results are nearly the same as the smaller cluster which indicates that simply increasing the size of the cluster by

adding next-nearest neighbors has little effect on the chemistry.

Table 9: TST data from UHF(6-31G**) Calculations

H, + -Si(0SiH,); *H + HSi(O SiH,);
Temperature (K) Rate Constant (cm’/molecule-sec) Rate Constant (cm’*/molecule-sec)
100 5.22x10™ 2.75x10°%°
200 6.86x10 1.16x10%
298 1.38x10% 4.02x10%
400 2.80x10% 1.14x10%°
667 2.63x10"8 1.62x10"¢
1000 3.54x101¢ 2.49x10™
1500 1.36x10™ 9.12x10™
Activation Energy (eV) 0.77 0.80

V. Conclusions
This study presented a method for obtaining activation energies that can be used to examine model

reactions which are used to interpret experimental data. With respect to the model reaction
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H, + *Si(OH); -> °H + HSi(OH);
the inclusion of tunneling effects at the UHF(6-31G**) level of calculation lowered the activation energy toward
the experimental value but a sizable discrepancy still exists.

Current work is underway to continue this study and future work is planned. For the model reaction
above, the direct dynamics including tunneling based on an IRC from a method with electron correlation (at least
at the MP2 level) needs to be done. In addition, further benchmark calculations at a higher level of theory need to
be done to firmly establish the relative energies of the reactants, products, and transition structure. The next steps
in modeling the reaction of H; at E’ centers is to develop better model system that include important interaction in
bulk SiO, that are missing in the current cluster picture - such as nearby non-bonded oxygen atoms and the
positive charged part of the E’ center. The thermodynamics and kinetics of reactions at other sites (such as the

positively charged centers) are also planned.

VL Acknowledgments
RDL and AFOSR are gratefully acknowledged for supporting this work. I would also like to thank all the
people at Phillips lab for making this a very productive period. The Maui HPCC is also acknowledged for

computer support - without which most of these calculations could not have been performed.

V. References

1. A. H. Edwards, J. A. Pickard, and R. E. Stahlbush, J. Non-Cryst. Solids 179, 148 (1994).

2. Z.Li, S. J. Fonash, E. H. Poindexter, M. Harmatz, F. Rong and W. R. Buchwald, J. Non-Cryst. Solids 126, 173
(1990).

. 1. E. Shelby, J. Appl. Phys. 48, 3387 (1977).

. A. H. Edwards, J. Non-Cryst. Solids 187, 232 (1995).

_R. Ditchficld, W. J. Hehre, J. A. Pople, J. Chem. Phys. 54, 724 (1971), W. J. Hehre, R. Ditchfield, J. A. Pople,
J. Chem. Phys. 56, 2257 (1972).

6. M. S. Gordon Chem. Phys. Lett. 76, 163 (1980).

.M. W. Schmidt, K. K. Baldridge, J. A. Boatz, S. T. Elbert, M. S. Gordon, J. H. Jensen, S. Koseki, N.
Matsunaga, K. A. Nguyen, S. J. Su, T. L. Windus, M. Dupuis, J. A. Montgomery, J. Comput. Chem. 14,
1347 (1993)

8. Gaussian 94, Revision E.2, M. J. Frisch, G. W. Trucks, H. B. Schlegel, P. M. W. Gill, B. G. Johnson, M. A.

Robb, J. R. Cheeseman, T. Keith, G. A. Petersson, J. A. Montgomery, K. Raghavachari, M. A. Al-Laham, V.

> oW

~2

G. Zakrzewski, J. V. Ortiz, J. B. Foresman, J. Cioslowski, B. B. Stefanov, A. Nanayakkara, M. Challacombe,
C.Y.Peng, P. Y. Ayala, W. Chen, M. W. Wong, J. L. Andres, E. S. Replogle, R. Gomperts, R. L. Martin, D.

18-15



J. Fox, J. S. Binkley, D. J. Deftees, J. Baker, J. P. Stewart, M. Head-Gordon, C. Gonzalez, and J. A. Pople,
Gaussian, Inc., Pittsburgh PA, 1995.
9. M. D. Allendorf, C. F. Melius, P. Ho, and M. R. Zachariah, J. Phys. Chem. 99, 15285 (1995).
10. D. G. Truhlar, A. D. Isaacson, and B. C. Garrett, “Generalized Transition State Theory”, in 7he Theory of
Chemical Reaction Dynamics, edited by M. Baer (CRC Press, Boca Raton, FL, 1985), Vol. 4, pp. 65-137.
HRSmeYNCMm&RLH&EL@MmLC@MMQW&HmY&UmGCMmmKA
Nguyen, C. F. Jackels, M. Z. Gu, I. Rossi, S. Clayton, V. S. Melissas, B. C. Garrett, A, D. Isaacson, and D. G.
Truhlar, POLYRATE-version 7.3.1, University of Minnesota, Minneapolis, 1997.

12. T. H. Truong, J. Chem. Phys. 100, 8014 (1994)

13. K. K. Baldridge, M. S. Gordon, R. Stechkler, and D. G. Truhlar, J. Phys. Chem 93, 5107 (1989).

14. R. Steckler, G. M. Thruman, J. D. Watts, and R. J. Bartlett, J. Chem. Phys. 106, 3926 (1997).

18-16




